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Abstract
Existing datacenter networks are asynchronous—it is hard,
or even impossible, to bound the time taken by a message
to be transmitted from the sender to the receiver. Such net-
work asynchrony reduces the set of assumptions that system
designers can rely upon from the underlying network, thus
introducing inefficiency and complexity in end-host systems.

We present cosy, a datacenter network-layer abstraction
that, without requiring clock synchronization at network and
host hardware, enables partial communication synchrony—a
message submitted to the sender-side cosy interface is de-
livered to the receiver-side cosy interface within a bounded
amount of time.

Enabling a partial communication synchrony abstraction
over asynchronous hardware has some overheads. We present
an analytical characterization of the fundamental limits (in
terms of message delays and network utilization), a distributed
protocol that theoretically achieves performance close to
the fundamental limit, and an implementation that closely
matches theoretical performance bounds over a distributed
testbed. We also demonstrate benefits of the cosy abstraction
using three applications: a storage stack that simultaneously
support µs-scale latency and high CPU utilization, a CPU-
efficient host network stack, and a µs-scale failure detector.

1 Introduction

Datacenter networks today offer only asynchronous
communication—it is hard, or even impossible, to bound the
time taken by a message to be transmitted from the sender
to the receiver. For instance, recent deployment studies
report that even state-of-the-art networks can introduce
unpredictable message delays that can vary by three orders
of magnitude [60]. Such unpredictability and variability
in message delays reduces the set of assumptions that
system designers can rely upon from the underlying network.
Thus, to operate correctly on top of such asynchronous
networks, distributed systems must embrace inefficiency and

complexity. For instance, unpredictable and variable message
delays enforce systems to choose between interrupts (high tail
latencies) or continuously spin-polling the network interface
(high CPU wastage) [19, 45, 48, 51, 65, 68]. As another
concrete example, unpredictable and variable message delays
result in poor spatial and temporal cache locality in network
stacks, significantly impacting CPU efficiency for high-speed
networks [20, 31, 32, 38, 79]. A now-long line of work in
practice and theory of distributed computing has established
the many additional limitations of networks supporting only
asynchronous communication [24, 27, 28, 56, 71].

This paper presents cosy, a datacenter network abstraction
that enables partial communication synchrony—we provide a
complete definition in §2, but at a high level, this abstraction
enables a message submitted to the sender-side cosy interface
at time t to be delivered to the receiver-side cosy interface
within time t + δ, where the delay bound δ is known at the
time of the message submission. Pragmatically, we want a
small δ, which includes three components: (i) message wait-
ing time at the sender; (ii) host-side network layer processing
and DMA time at both the sender and the receiver; and, (iii)
message queueing, transmission and propagation times at net-
work switches and links. Similar to many other systems, the
fundamental limits on δ depend on the load (informally de-
fined as the amount of traffic entering the network per unit
time): beyond a certain maximum sustainable load Θ, one of
the above three components must grow unboundedly making
δ bound unachievable. This leads to our core technical goal:
designing mechanisms that enable the cosy abstraction while
minimizing the delay bound δ (that includes all of the three
components above) and maximizing the sustainable load Θ.

As a first step towards realizing the above goal, this paper
makes three core contributions. First, we analytically charac-
terize best possible bounds on δ and Θ for any mechanism
that enables the cosy abstraction. We also show that several
possible datacenter network architectures—those employing
circuit-switched technologies [14, 16, 30, 59, 62, 70], those
assuming clock synchronization [67], and/or those employ-
ing centralized schedulers that orchestrate transfer of individ-
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ual messages [15, 67, 80]—can enable the cosy abstraction
with minimal modifications while achieving optimal δ and Θ.
While interesting, the rest of the paper focuses on existing dat-
acenter network architectures: these are distributed, employ
packet-switched technologies, and do not assume fine-grained
clock synchronization at host and network hardware.

Our second contribution is to enable the cosy abstraction
that achieves near-optimal δ and Θ over distributed, packet-
switched, datacenter networks without requiring clock syn-
chronization at network and host hardware. To give a high-
level overview of the cosy design, consider the three factors
discussed above that contribute to δ. To minimize message
queueing at network switches, cosy design carefully orches-
trates network resources among competing messages by plac-
ing its intellectual roots in the classical Resource ReSerVation
protocol (RSVP) [83, 84]: we show that by using RSVP on
datacenter networks, it is possible to enable the cosy abstrac-
tion with optimal δ at low loads. However, even at moderate
loads, this basic design can lead to high message waiting
time at the sender. To minimize the message waiting time at
the sender at high loads, cosy combines the idea of virtual
channels in multicomputer networks [25, 26, 73] with RSVP
to maintain the invariant that each switch observes bounded,
albeit non-zero, queueing (thus slightly increasing δ com-
pared to the low load case). We demonstrate—analytically
and empirically—that allowing a small amount of queueing
at the switches significantly increases maximum sustainable
load Θ, and reduces the message waiting at the sender to a bare
minimum as long as the load is less than the maximum sus-
tainable load. Finally, to minimize host processing delays, we
observe that cosy design maintains the invariant of bounded
queueing at switches thus requiring no congestion control
at the hosts; as a result, cosy can be easily integrated with
kernel-bypass techniques [58, 85], end-host accelerator based
network stacks [2,3,33,72] and/or µs-scale schedulers [34,65]
to achieve small bounded host processing delays.

Our third contribution is an end-to-end implementation of
the cosy abstraction using readily available programmable
switches and DPDK-based hosts. The current cosy abstrac-
tion offers bounded message delays between sender-side cosy
interface and receiver-side cosy interface; while this can po-
tentially be extended to bounded application-layer delays (e.g.,
by integrating the cosy abstraction with µs-scale schedulers
like Shenango [65] and Caladan [34]), we demonstrate that
the current cosy abstraction already provides benefits for sev-
eral applications: (i) a SPDK-based storage stack that exploits
the predictable message delays enabled by the cosy abstrac-
tion to simultaneously achieve µs-scale latency and high CPU
utilization; (ii) a host network stack for high-speed networks
that exploits the predictable message delays enabled by the
cosy abstraction to achieve high spatial and temporal cache
locality (and thus, high CPU efficiency); and (iii) a µs-scale
host failure detector.

Our work demonstrates that datacenter networks offering

the cosy abstraction can have powerful implications for fu-
ture systems and networking infrastructure. There are two
important caveats, however. First, our point is not that every
application will benefit from the cosy abstraction—instead,
we believe that datacenter networks should simultaneously
support both the cosy abstraction and the classical best-effort
delivery abstraction; applications running atop can choose
which of the two interfaces they want to use depending on de-
sirable performance goals (similar to today’s network stacks
that allow applications to choose between reliable and unreli-
able interfaces). Second, while we demonstrate the potential
benefits of the cosy abstraction using several applications,
we have only scratched the surface—as eloquently argued
in [74, 81], there are many additional benefits of (partial)
communication synchrony in datacenter networks; however,
additional work will be needed at each layer of systems stack
to reap end-to-end benefits of the cosy abstraction. While it
may take longer than the lifetime of a single project to realize
systems that efficiently exploit all the benefits of partial com-
munication synchrony, we believe the potential benefits make
it a worthwhile exploration.

2 The cosy abstraction
We begin this section by providing an overview of the cosy
abstraction: the interface it offers to applications, a formal
definition of the partial communication synchrony property
it enables, and the core technical problem statement it solves
(§2.1). We then explore the design space for enabling the cosy
abstraction (§2.2). Recall that we target distributed, packet-
switched, datacenter networks with fixed (shared) buffer size
at each switch [8, 40, 77]. We make no assumptions on clock
synchronization at host and network hardware.

2.1 Interface, definition & problem statement

The cosy application-network interface. Applications that
want partial communication synchrony interact with cosy
using a special cosy-RPC interface, implemented using stan-
dard submission/completion queues [49, 53, 58, 78]. Similar
to most existing RPC interfaces, applications submit their
messages using a submission queue at the sender-side cosy
interface and the completion queue notifies the application of
the message delivery status (using a complete or failure
flag). The only difference in our interface is that the comple-
tion queue has one additional flag: reject, which indicates
that cosy is unable to provide partial communication syn-
chrony for the message at the time of message submission.
If the flag is either reject or failure, the application can
either resubmit the message using the cosy interface, or send
it using existing best-delivery interface.

Underneath, the host-side cosy implementation uses stan-
dard kernel-bypass techniques (thus avoiding unpredictable
kernel latencies); the current implementation runs on DPDK,
and can be easily extended to user-space stacks [49, 58, 65],

2



or to hardware implementations [11]. We provide details on
end-to-end cosy implementation in §5.

Partial communication synchrony. The cosy abstraction
enables partial communication synchrony, a network-layer
property defined as follows. Let m be a message of a fixed
size, and let am and rm denote the time (according to the
local clock of the sender) at which m was submitted to the
submission queue, and the time at which the flag for m was
updated at the completion queue. The partial communication
synchrony property enables by the cosy abstraction ensures
that rm − am ≤ δ, where δ is an absolute constant that de-
pends only on network hardware (thus, is known at the time
of the message submission). Note that δ includes all of the
three delay components discussed in §1: (i) message waiting
time at the sender; (ii) host-side network layer processing and
DMA time at both the sender and the receiver; and, (iii) mes-
sage queueing, transmission and propagation times at network
switches and links.

Problem Statement. Pragmatically, we want to design the
cosy abstraction that achieves a small δ. As mentioned ear-
lier, the achievable values of δ depend on the network load
defined as the ratio of the total amount of traffic generated
by applications at the senders in any time window of length
T , and the total access link bandwidth across all senders. We
define the maximum sustainable load Θ as the maximum net-
work load for which cosy provides partial communication
synchrony for each message (that is, no message is rejected).
As we will demonstrate, there is a tight relationship between
δ and Θ: intuitively, as the desired maximum sustainable load
increases (no messages must be rejected despite higher net-
work loads), it becomes necessary to have higher values of
δ. This leads to our problem statement: we want to design
the cosy abstraction that minimizes the delay bound δ and
simultaneously maximizes the maximum sustainable load Θ.

2.2 Design Space

We now discuss existing mechanisms that can be used to
enable partial communication synchrony, and outline how
cosy builds upon these mechanisms.

Pre-datacenter packet-switched network designs (RSVP,
virtual circuit switching, ATM networks, etc.). There have
been several attempts to designing Internet architectures with
predictable performance, e.g., using Resource ReSerVation
protocol (RSVP) [83,84], virtual circuit switching [12,52,69],
and hop-by-hop flow control in ATM networks [18, 66], to
name a few. Realizing these architectures on the Internet
faced several challenges: large round trip times (RTT), the
lack of a single administrative entity precluding support from
end hosts and network routers, and potential deadlocks due to
policy-driven routing [18,66]. In addition, designs from ATM
networks are not compatible with IP/Ethernet, the typical de-
ployment scenario in datacenter networks. These challenges

proved to be insurmountable in the Internet context; however,
the equation is quite different for modern datacenter networks:
network hardware can support single-digit microsecond RTTs,
these networks operate within a single administrative do-
main allowing us to leverage both end host and switch sup-
port and most datacenter providers are already exploring pro-
grammable switches and custom-designed network interface
cards (NICs) [8, 57, 60, 77, 85] with more powerful interfaces
than commodity hardware. Our work builds upon decades of
work on predictable Internet architectures, but advances them
significantly: incorporating techniques to optimize maximum
sustainable throughput in datacenter networks, presenting the
first analytical bounds in the datacenter context, and demon-
strating the usefulness of the cosy abstraction using multiple
datacenter applications (§1, §3).

Circuit-switched network designs. There has been decades
of work on designing circuit-switched networks, including
recent work that focuses on datacenter networks [14,16,30,39,
54, 59, 62, 70, 76] and this list barely scratches the surface of
work from pre-datacenter era. These networks, by establish-
ing an end-to-end dedicated path prior to data transmission,
enable communication synchrony. Our goals are aligned with
those in circuit-switched networks; unsurprisingly, some of
our ideas resemble the techniques used in circuit-switched
networks, e.g., wavelength-switching [14, 16, 62] and packet-
based optical switching [29, 42]. However, there are two—
fundamental—differences. First, unlike circuit-switched net-
works that assume host and network hardware clocks to be
synchronized, we demonstrate that partial communication
synchrony can be achieved even without clock synchroniza-
tion (that is known to be hard at the datacenter scale [80]).
Second, unlike circuit-switched network designs that necessi-
tate zero buffering at each network switch, our work explores
the benefits of bounded (but not necessarily zero) queueing at
switches. As we will discuss, allowing even a small amount
of queueing at network switches not only leads to substan-
tially different designs but also higher sustainable loads when
compared to idealized distributed circuit-switched networks.

Existing datacenter network designs. Most of the exist-
ing datacenter network designs focus on best-effort deliv-
ery [9, 10, 13, 22, 36, 41, 43, 44, 57, 61]. There are two ex-
ceptions. The first exception is the recent work on lossless
network designs [1, 57, 85]; while these techniques ensure
that packets are never dropped due to buffer overflow, by de-
sign, they can suffer from packet stalls where packets can
be queued in switch buffers for an unpredictable amount of
time due to PFC pause frames [1]; as a result, they do not
enable partial communication synchrony as defined in pre-
vious subsection. Designing lossless network protocols that
does not use PFC is indeed an open problem [57]. Another
line of work [15, 50, 67, 80] is the most related to ours: they
focus on predictable network-level performance using cen-
tralized schedulers. However, they suffer from the classical
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problems of centralized designs, namely scalability and avail-
ability (while they were able to operate on 10Gbps links, scal-
ing them up for modern 100Gbps and higher link bandwidths
is non-trivial due to centralized server becoming a bottle-
neck); moreover, many of these require clock synchronization
that, as mentioned above, is hard to achieve at the datacenter
scale [80]. Our work explores the problem of achieving partial
communication synchrony over distributed packet-switched
networks without clock synchronization.

3 Realizing the cosy abstraction
This section explores design of mechanisms for distributed
packet-switched datacenter networks that enable the cosy
abstraction. We first establish fundamental limits on the delay
bound δ and maximum sustainable load Θ for any design that
enables the cosy abstraction (§3.1). We then demonstrate
that how to achieve optimal δ at low loads (§3.2). Finally,
we present cosy design that enables a smooth tradeoff space
between the delay bound and the maximum sustainable load
(§3.3); we characterize this tradeoff space in §3.4.

3.1 Fundamental Limits
The following theorem outlines the fundamental limits on
the delay bound (δ⋆) and maximum sustainable load (Θ⋆)
possible for any network that enables the cosy properties.

Theorem 3.1 Let hRTT denote the unloaded RTT of the net-
work1, let B be the bandwidth for each link, and let s be the
size of each message. Then, for any design that enables partial
communication synchrony, the following bounds hold:

δsynchrony ≥ δ
⋆ = 2 ·hRTT+

s
B

Θsynchrony ≤ Θ
⋆ =

1
2(1+α)

,

where α is the ratio of hRTT and s/B. These bounds are tight.

We present the formal proof in Appendix A. Intuitively, our
proof for the delay bound demonstrates a traffic matrix for
which achieving partial communication synchrony is impos-
sible without waiting at least one hRTT before transmitting
each message; the remainder of the expression is simply the
transmission time of the message at the end-host, the time it
takes for the last packet in the message to traverse the network,
and the time for the receiver to acknowledge completion of
the message. Our proof for the bound on sustainable loads
uses a folklore result on bipartite matchings to get a factor
of 1/2 (along with an equivalence between the matching
size and network utilization for large-enough message sizes);
the (1+α) factor captures the fact that, for small messages,
there is some loss of sustainable load due to the overheads of

1Defined as the round trip time for a single MTU-sized packet in the
absence of any other packet in the network. This is a property of network
hardware.

the first hRTT. We demonstrate the tightness of the bounds
by showing that it is possible to use existing centralized de-
signs [15, 67, 80], with minimal modifications, along with
clock synchronization at all host and network hardware to
enable partial communication synchrony while achieving the
bounds in Theorem 3.1.

We make two observations. First, simple calculations for
state-of-the-art network hardware shows that, even for tiny
messages, δ⋆ is within 1.5× of the best possible delay for
asynchronous networks (δ⋆ gets closer to best possible delay
as message sizes increase); thus, if we can design mecha-
nisms that achieve delay close to this lower bound, it would
be possible to achieve partial communication synchrony with
delay comparable to state-of-the-art best-effort transport pro-
tocols [43, 44, 53, 57, 61]. The second observation relates to
the sustainable load bound—for small value of α (or, alterna-
tively, large message sizes as in classical analytical results on
network throughput [9, 47, 57]), the bound converges to the
best possible folklore bound on sustainable loads for asyn-
chronous networks. The rest of the paper focuses on exploring
the design space for distributed packet-switched network de-
signs that enable partial communication synchrony.

3.2 Achieving optimal δ for low loads
This subsection presents one design point for the cosy ab-
straction: one that achieves optimal δ (from Theorem 3.1), but
only at low loads, by using the classical Resource ReSerVa-
tion protocol (RSVP). We show that, when put together with
shortest multipath routing in a specific manner, this design
enables partial communication synchrony with the optimal
delay bound but with suboptimal maximum sustainable loads.
The design works as follows:

• Each sender, upon a message arrival at its submission queue,
sends a request control packet to the receiver. Upon re-
ceiving a request, if the receiver is not busy, it marks itself
busy, and sends a rsvp to the corresponding sender. If the
receiver is busy, it sends a reject to the sender indicating
that partial communication synchrony cannot be guaranteed
for the message due to high load.

• Each switch maintains, for each of its ports/links, whether
the link is reserved or unreserved. Upon receiving a rsvp,
a switch uniform randomly chooses one of the unreserved
outgoing links along one of the shortest paths to the sender,
embeds its identifier into the rsvp header2, marks the
link as reserved, and forwards the rsvp on to that link.
If no unreserved link is available, the switch transforms the
rsvp into a reject packet, and sends it towards both the
sender and the receiver (using information in rsvp headers).

2The original RSVP protocol assumed an underlying routing algorithm,
but MPLS-based realizations of RSVP as in commercially available routers
are more general; we describe the protocol using routers embedding their
identifiers in the header to make the discussion more concise.
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(a) RSVP, Blocking in the network
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(b) Blocking at the end host
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(c) Reduced blocking with virtual links
Figure 1: An illustration of the design in §3.2 (left), and its two problems: blocking in the network (left) and at the hosts (center). The
example also demonstrates how the cosy design in §3.3 alleviates these problems using the idea of virtual links and end-host slots, for
K = 2 (right). At the bottom of each figure is the timing diagram, demonstrating the sequence of events at each node (requests are
shown in squiggly lines, rsvps and reserved links are shown in solid lines, and straight dotted lines represent rsvp that were never
initiated). Discussion on this example in respective subsections.

reject traverses the same set of switches that forwarded
rsvp so that corresponding links can be unreserved. Im-
portantly, only shortest paths are used to ensure deadlock
freedom [18, 66].

• Each sender, upon receiving a rsvp either sends a reject
(if busy sending a message to some other receiver) or, if idle,
transfers the message at full rate using the switch identifiers
in the rsvp header; once the message is finished, the sender
sends a complete and marks itself free;

• Each switch, upon receiving the reject or complete,
marks the corresponding link unreserved and forwards it
toward the receiver;

• Each receiver, upon receiving reject or complete,
marks itself idle; for complete, the receiver also sends a
complete to the sender indicating completion of message
transmission.

• Each sender, upon receiving a reject or complete, marks
such in the completion queue for the message; if the sender
does not receive a reject or complete before time δ= δ⋆,
it marks its completion queue with a reject flag for the
message (this handles packet drops due to failures).

Figure 1(left) illustrates the above design for an example. In-
tuitively, at low loads, this design provides partial communi-
cation synchrony because it satisfies two sufficient conditions:
since each message is transmitted along a reserved path, the
arrival rate for each message perfectly matches the outgoing
bandwidth available for that message; as a result, there is no
transient and/or persistent queueing at any switch, resulting in
zero queueing delays and zero congestion-related drops. The
following theorem summarizes the achievable performance
for the above design:

Theorem 3.2 For the above design, we have that δ = δ⋆, and
that expected maximum sustainable load, randomized over
choice of rsvp forwarding decisions, is given by E[ΘRSVP] =
(1−1/e)Θ⋆, where e ≈ 2.72 is base of the natural logarithm.

At a high-level, our proof for Theorem 3.2 uses a novel con-
nection between the classical balls-and-bins problem and
the problem of computing expected maximum sustainable
load for partial communication synchrony. The theorem, sim-
ilar to previous analytical results [67], assumes two-tier full-
bisection bandwidth leaf-spine network topology. It is an
intriguing open question to generalize our bounds to FatTree,
expander-based and oversubscribed network topologies.

Understanding the root causes for low sustainable load.
The above design resembles several prior designs, e.g. virtual
circuit switching [12, 52, 69] and distributed circuit-switched
networks [14, 16, 29, 59, 76], in that, each link is used by
a single sender-receiver pair at any point of time. The low
sustainable load problem is also same as faced in prior tech-
niques: “blocking” effect, both inside the network and at the
hosts. We discuss these below (Figure 1 shows an example).

Blocking in the network. In the above design, switches make
decisions on forwarding rsvp based on “local” information,
without any view of the state of links at neighboring switches.
This could lead to requests being rejected even if there is
a path available in the network. For instance, consider the
example shown in Figure 1a: here, green message is using a
reserved path 1 → 4; when receiver 5 sends a rsvp toward
2, its leaf switch uniform randomly chooses the left spine
switch and forwards the rsvp. Since there is no unreserved
outgoing link from the left spine switch to 2, the rsvp is
dropped. Had the leaf chosen the right spine switch, it would
have successfully reached sender 2, improving sustainable
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load. This problem, caused by switches making uncoordinated
decisions, is referred to as blocking in the network.

Blocking at the end host. The second blocking effect happens
due to receivers making immediate decisions upon receiving
requests, again based on “local” information. This leads to
suboptimality in two scenarios: for the last rsvp sent by the
receiver, it may receive a reject very soon if (1) there is
no available path to the sender; or (2) sender is busy sending
message to some other receiver. Since the receiver does not
have information about the network and/or sender state, imme-
diately rejecting a request may lead to suboptimal sustainable
loads. An example is shown in Figure 1b: here, 6 first receives
request for 1 (red) and sends an rsvp to 1, it will receive a
reject since there is no unreserved path between 1 and 6. In
the meantime another request from 3 (purple) arrives, but
gets immediately rejected. If the request for 3 however was
allowed to wait for a small amount of time before rejection, it
could have been admitted since a path exists between 3 and 6.
We call this blocking problem at the end host.

As we will soon show, such blocking at the network and
end-hosts is the core reason for the significant gap of ∼37%
between ΘRSVP in Theorem 3.2 and Θ⋆ in Theorem 3.1.

3.3 cosy: achieving near-optimal δ and Θ

We now present cosy, a design that achieves a smooth trade-
off between the delay bound and maximum sustainable load.
The key insight in cosy design is that at the core of the two
blocking problems in the previous subsection is the invari-
ant maintained by the RSVP-based design—enforcing zero
queueing at each network switch. Specifically, by transmit-
ting each message on a dedicated pre-reserved path, the above
design ensures that, at each switch, the arrival rate for each
message perfectly matches the outgoing bandwidth available
for that message. Thus, it enforces zero transient queueing
and zero persistent queueing. However, to achieve partial
communication synchrony, we only need the latter; that is, it
is sufficient to achieve bounded (but not necessarily zero) tran-
sient queueing and zero persistent queueing at each switch.
This section demonstrates that allowing even a small amount
of transient queueing at network switches not only leads to
substantially different network designs but also results in im-
proved sustainable loads.
cosy ensures bounded transient queueing and zero persis-

tent queueing at each switch by integrating the above RSVP-
based design with another classical idea: virtual channels in
multicomputer networks [25, 26, 73]. We first outline cosy
design, followed by an intuitive description of how it achieves
partial communication synchrony while enabling a tradeoff
space between the delay bound and maximum sustainable
load. We formally prove the bounds in the next subsection.

cosy core design. cosy extends RSVP-based design from

the previous subsection along two directions3:

• Virtual links: Each physical link is logically decomposed
into K virtual links; each virtual link now enables a sender
to transmit a message using bandwidth B/K. Each virtual
link can be reserved by at most one message (although a
message may be allocated more than one virtual link).

• End-host slots: Each sender and receiver maintains K slots.
Each receiver can send one rsvp per slot and receive one
message per slot. Similarly, each sender can send one mes-
sage per slot, albeit each message can be transmitted using
bandwidth B/K. Each slot can be reserved by at most one
message, although a message may be allocated more than
one slots. Any sender-receiver pair may use as many slots
to exchange messages, as long as they never send two mes-
sages using the same slot.

Figure 1c shows an example—when compared to Figure 1a
and 1b, virtual links and end-host slots ensure that message
2 → 5 no longer experiences network blocking and message
1 → 6 no longer experiences end-host blocking since multiple
messages can co-exist at individual physical links and end
hosts. The above design, by naïvely using RSVP protocol
over individual virtual links and slots, reserves a dedicated
virtual path of bandwidth B/K for each message (we describe
some optimizations in next section). Intuitively, the above
design maintains two invariants. First, at any point of time,
at most K messages use any link in the network; and second,
for each link, the sum of transmission rates of all messages
using the link is no more than the link bandwidth. The second
invariant ensures zero persistent queueing since the rate at
which packets arrive is at most the link bandwidth. However,
while each message uses a different virtual link, multiple
messages may now share a physical link; thus, data from
multiple messages may arrive at the switch (via different
virtual links) at the same time resulting in transient queueing.
The first invariant ensures that transient queueing is bounded
since only a small fixed number of packets can arrive at the
same time at any switch (in next subsection, we will bound the
number in terms of B, K and maximum number of switches
along any network path). Put together, these two invariants
are sufficient for cosy to achieve communication synchrony.

The two techniques discussed above are not merely
heuristics—they are necessary for cosy to achieve near-
optimal delay bound and maximum sustainable load: the first
technique alleviates the blocking problem in the network by
enabling fine-grained sharing of network resources: since an
rsvp message can be forwarded along any of the “virtual
links”, and there are a factor K more virtual links than phys-
ical links, it is not too hard to show that the probability of
rsvp being forwarded on a path that leads to blocking in the
network reduces significantly. The second technique, on the

3For brevity, we describe the design when all links have the same band-
width; see Appendix A for extensions for non-uniform bandwidths.
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other hand, help alleviate the blocking problem at the end
hosts: receivers can now send multiple rsvp messages again
increasing the probability of their choosing the sender that
does not lead to blocking at the hosts. Put together, these
techniques enable cosy to achieve near-optimality in terms
of both the delay bound and maximum sustainable load.

We discuss, in §4, several additional design details for cosy,
and several optimizations that cosy uses by exploiting its own
bounded delay guarantees. We also discuss in §4 how cosy
design can be integrated with existing datacenter transport
designs to simultaneously support communication synchrony
and best-effort delivery semantics. In what follows, we pro-
vide bounds on cosy performance in the next subsection.

3.4 cosy Tradeoff Space
In this section, we provide analytical results on the tradeoff
space between latency bound and maximum sustainable load
enabled by cosy. We start with a basic result:

Lemma 3.3 Let #H be the number of switches along the
longest path (across all sender-receiver pairs), K be the num-
ber of virtual links per physical link, B be the bandwidth of
the physical link, and p be the maximum packet size. Then,
the maximum transient queueing at any switch is bounded by

q̂ ≤ #H · (K −1) · p

Moreover, the total queueing delay (across all switches) in-
curred by any packet in cosy is bounded by:

δ̂ ≤ #H · (#H+1) · (K−1)
2

· p
B

Let Ŝ be the minimum buffer size across all switches, and let
K⋆ = Ŝ/(#H · p). Then, the first part of the lemma shows that
for K ≤ K⋆, cosy will ensure that transient queueing never
grows beyond the switch buffer capacity. Thus, no packets
will ever be dropped. For instance, for a million server data-
center organized around a FatTree topology using switches
with 100Gbps link, 32MB buffer size [5] and with 1.5KB
packet sizes, we get that: K⋆ ≈ 4200. The lemma not only
guarantees that no packets will be dropped for K ≤ K⋆, but
also bounds the queueing delay seen by any packet: for the
above parameters and for K = 4, we get that δ̂ = 5.4µs. Thus,
for K ≤ K⋆, cosy design ensures communication synchrony.
Next, the following theorem establishes the maximum sus-
tainable load for cosy:

Theorem 3.4 The expected maximum sustainable load for
cosy is:

E[Θcosy] = f (K,C) ·Θ⋆ (1)

where,

f (K,C) =
∑

KC
i=0 min(i,K)

(KC
i

)( 1
C

)i (
1− 1

C

)(KC−i)

K

and C is the number of core switches in the topology.
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Figure 2: E[Θcosy] normalized by Θ⋆ from Eq. 1, for C = 32. Larger
K enables larger sustainable load in expectation.

Figure 2 shows E[Θcosy] values. Our results confirm the intu-
ition discussed earlier: virtual links and end-host slots allow
cosy to improve the maximum sustainable load, converging
to Θ⋆ (best possible maximum sustainable load) with larger
K. Finally, we present the latency bound for cosy:

Theorem 3.5 For loads less than the maximum sustainable
load, cosy guarantees partial communication synchrony for

δcosy = 2 ·hRTT+
s ·K

B
+ δ̂

The proofs for the theorems are in Appendix A. As a final
note, cosy enables a smooth tradeoff between latency and
sustainable load using (its only) design parameter—K. As
K increases, the latency bound increases but cosy can also
sustain much higher loads. As is usual, we will show that
performance observed in empirical results (§5) is much bet-
ter than the above bounds. Bridging the gap between cosy
performance and the fundamental limits in Theorem 3.1, us-
ing distributed mechanisms, remains to be one of the most
exciting problems in this direction.

4 cosy Design Details
We now provide some low-level details on cosy design, with
a focus on how cosy exploits synchrony to enable fast failure
reaction, achieve high utilization in practice, and efficiently
handle best-effort delivery traffic.

Exploiting synchrony for fast failure reaction (including
grey failures). cosy eliminates congestion-related drops.
However, (inevitable) hardware failures and grey failures can
still lead to dropping of inflight data packets. cosy enables
fast failure reaction using the insight that all data packets in
cosy traversing a bounded-queue path means that receivers
know exactly when to expect data packets (or a reject mes-
sage) corresponding to a rsvp message. Specifically, since
cosy receivers know exactly when to expect the data packets
(or a reject message) corresponding to a rsvp message, the
absence of one of these two events allows the receiver to infer
that a hardware failure has occurred. Thus, the receiver sends
a failure control packet to the sender4, and the sender could

4failure control packet is sent with the highest priority. Since there
are few simultaneous hardware failures, it would not affect the bounds in
practice.
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react extremely quickly—within time hRTT+δ̂ (≈ 11µs for
modern hardware).

Exploiting synchrony for consistent switch state under
failures. In addition to the routing state already maintained at
switches, cosy switches maintain a small constant amount of
state: for each virtual link, the switches store whether or not
the virtual link is reserved, and if reserved, which outgoing
virtual link is it “mapped to” (that is, the outgoing virtual link
on which the corresponding rsvp message was forwarded
to). For a switch with p physical links and K virtual links
per physical link, this requires p ·K+ p ·K log2(pK) bits. For
a large 128 port switch with K = 4, for instance, this would
require merely 640 bytes worth of state; most switches have
memory in megabytes [4, 5].

Inevitable hardware failures can also lead to dropping of
control packets, resulting in “blocked connections” problem
as in circuit switching—some of the reserved virtual links may
not be unreserved due to dropping of control packets. cosy
switches also exploit communication synchrony to resolve the
blocked connection problem. To allow quick failure detection,
each cosy receiver embeds a random sequence number (sim-
ilar to initial sequence number in classical congestion control
protocols) into each rsvp message. Each switch stores per-
port state that maps the message and the random sequence
number in the rsvp message to the virtual link that is re-
served for that message. Again, due to bounded queueing, the
switch knows that in the absence of hardware failures, this
virtual link must be unreserved at time δcosy. If such an event
does not happen, switches can detect failures and clean up
the state for the virtual link. Since programmable switches
today do not provide a dataplane counter, our implementation
approximates it using the control plane.

5 cosy Implementation and Evaluation

We have done an end-to-end implementation of cosy proto-
type on commodity end-hosts (in Linux hosts with DPDK)
and commodity programmable switches with P4 programma-
bility. This section provides some of the most interesting
implementation details (§5.1); we use this implementation
for our evaluation in a small-scale testbed (§5.2). We also
evaluate cosy performance over large-scale topologies using
a packet-level simulator (§5.3).

5.1 cosy Implementation

cosy end-host implementation. Much of our end-host imple-
mentation uses existing modules from prior network designs—
generating and responding to rsvp messages is similar to the
grant mechanism in Homa [61] and NDP [43]; and, packet
header logic for routing and forwarding based on switch iden-
tifiers is similar to NDP and source routing [64]. cosy design
requires senders to transmit messages at a rate that is depen-
dent on the number of slots allocated to that message. Such

“rate limit” functionality at the sender is already implemented
in almost all network stacks [36, 43, 61]; cosy can use any of
the existing implementations to enforce rate limits for indi-
vidual messages. Finally, if end-host hardware offload were
desirable, all of the above protocols (and respective functional-
ities) are implemented in [11], that can be used for hardware
offload of cosy end-host functionality. The only real new
aspect for the end-host implementation is allocation and deal-
location of slots, and at the receiver, selection of messages to
send rsvp packet to using power-of-two choices. These are
fairly straightforward. Overall, our prototype implementation
at the end-host uses ∼3107 lines of code and two dedicated
cores—one for pacing data and control packets, and the other
for implementing the remainder of the logic.

cosy switch implementation. cosy switch implementation
uses commercially available programmable switches [6]. The
data plane of these switches employs Portable Switch Ar-
chitecture [6], and is composed of a parser, an ingress and
an egress pipeline and a traffic manager (Figure 3). Upon
a packet arrival on an ingress ports, cosy parser implemen-
tation extracts the header, identifies the packet type (rsvp,
reject, complete, or data packet), and forwards the packet
to the ingress pipeline for further processing. The ingress
pipeline decides the egress port to which the packet will be
forwarded, and then passes the packet to the traffic manager
(which then forwards the packet to the desired egress port).
cosy’s implementation of the ingress pipeline uses two data
structures: A FIFO UplinkQ, and a counter DlinkCounter.
UplinkQ maintains the available virtual links which can be
reserved by rsvp packets while traversing uplink (toward
the spine, or the core switch). DlinkCounter maintains the
number of reserved virtual links at the downlink path (away
from the core switches). Using these data structures, cosy
can be realized using the pipeline shown in Figure 3.

5.2 cosy Testbed Evaluation
We evaluate an end-to-end implementation of cosy on a small-
scale testbed. This section focuses on cosy’s network-layer
performance; the next section demonstrates applications that
benefit from cosy’s semantics.

Evaluation Setup. We use a testbed with 8 servers organized
along a two-tier topology with 10Gbps links. Since our imple-
mentation requires programmable switches, we could not use
CloudLab or other large-scale topologies for evaluation our
implementation. We use remote procedure calls (RPC) traffic
using Poisson arrival process and an all-to-all traffic pattern;
each RPC is a fixed size message to be sent from its sender
to a randomly chosen receiver. We evaluate for varying RPC
sizes from 8KB to 512KB; and unless specified otherwise the
baseline size used is 128KB.

We measure message latency using the standard slowdown
metric [44, 57, 61], defined the ratio of the message comple-
tion time using the workload, and the message completion
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Figure 3: Implementation of cosy switch on programmable switches supporting PSA architecture. More description on §5.
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larger latency bounds, cosy sustains higher loads (b), testbed results satisfy desired latency bounds and also near-perfectly match our simulation
results (c), cosy sustains larger loads for increasing RPC sizes for fixed latency bounds

time in the absence of any other message in the network.
For each evaluated workload, we present slowdown spread—
{min, mean, 99%-ile, 99.9%-ile, and max} slowdowns using
the boxes and whiskers—lower and upper whiskers represent
min and max slowdown respectively; lower and upper box
edges represent mean and 99.9%-ile and the mid-line in the
boxes represents 99%-ile.

We now discuss the evaluation results shown in Figure 4.

cosy enables communication synchrony while offering
a unique tradeoff space between latency bound and sus-
tainable load. The design parameter in cosy—number of
virtual links (K)—allows it to offer a unique tradeoff space be-
tween latency bound and maximum sustainable load (shown
as the shaded region in Figure 4(middle)). To characterize
this space, we vary K from 1 to 16, and plot the pareto curve
on the resulting latency bounds and sustainable loads. The
tradeoff space enabled by cosy is intuitive and follows our
analytical results—as the desired bound on communication
synchrony latency is increased (via increasing K), cosy can
sustain increasingly higher loads.

cosy empirical performance almost perfectly matches the
analytical bounds. Over the evaluated workloads, we observe
that cosy can sustain much higher loads than what the analyt-
ical bounds suggest. This is not surprising since, as discussed
in §3.3, the analytical bound on maximum sustainable load
assumes a worst-case traffic matrix. Our testbed results show
that cosy is able to sustain loads as high as 0.9 for the base-
line case of 128KB RPC size. Figure 4 shows that cosy also
provides high values of maximum sustainable loads across

wide range of RPC sizes. Although the worst-case theoretical
bounds for message sizes smaller than hRTT could be quite
low (Theorem 3.4), we observe in practice, even 8KB RPCs
can sustain load of ∼ 0.65 with maximum slowdown of 40.

While our testbed results demonstrate the feasibility of
cosy, more work is needed to evaluate cosy over large-scale
deployments (we do not have large-scale testbeds with pro-
grammable switches). Nevertheless, we also implemented
cosy on a packet-level simulator to evaluate its performance
for large-scale datacenter topologies (discussed in next sub-
section). To verify the simulator robustness, we incorporate
the measured testbed parameters (link propagation, switch-
ing and average PCIe delays) into our simulator and show
the corresponding results alongside the testbed results in Fig-
ure 4. The testbed latency results near-perfectly match our
simulator (which, in turn, matches the analytical bounds in
Theorem 3.4). The slight difference in testbed and simulation
results is due to two reasons: (1) our simulator uses a fixed
PCIe latency, while the testbed exhibits some variance (usu-
ally a small value independent of message sizes [63]); and,
(2) the timers used for rate limiting at the end host in our cur-
rent implementation lack precision. Real-world deployments
implement very fine-grained rate limiters [75].

5.3 cosy Large-Scale Simulation
We now evaluate cosy using simulations on a datacenter-
scale to complement the implementation results on our small-
scale testbed. We use the standard 144-node leaf-spine topol-
ogy [10,43,61]: it has 9 top-of-rack (ToR) switches, each con-
nected to 16 end-hosts with access link bandwidth is 100Gbps.
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Figure 5: Large scale simulation results: (a-c) sustainable loads and observed latency bounds showcase expectedly similar trends as seen on our
testbed evaluations, (d) cosy sustains its performance even across oversubscribed topologies.

The propagation and switching delay are 200ns and 450ns,
respectively. We use switch buffer capacity of 32MB (based
on the commercially available switches [3–5]). The hRTT and
bandwidth-delay product values for this topology are 5.5µs
and 67KB, respectively. Figure 5 shows the simulation results.
We observe that even on a datacenter-scale topology, the sus-
tainable load and latency bound trends look almost identical
to the ones obtained on our testbed.

6 Application Layer Benefits
We now present application layer benefits of communication
synchrony using multiple applications.

6.1 CPU-Efficient Storage Stacks
Disaggregated storage has become common in today’s dat-
acenters. As a result, modern storage stacks have been in-
tegrated with network transports (e.g., NVMe-over-Fabrics)
in order to facilitate access to remote storage devices. We
find that cosy’s predictable latency guarantees enables a fun-
damentally new point in the design space of CPU-efficient
storage stacks. Today’s storage stacks rely on one of the
two designs: polling-based or interrupt-based mechanisms.
Polling-based designs provide extremely good latency when
applications are run in isolation, but suffer when applications
share CPU resources. Interrupt-based designs work better
in the shared scenario, however still have suboptimal cpu-
efficiency due to frequent context-switches. Exploiting cosy
communication synchrony guarantees enables a new design
point which achieves a new operating point — improved CPU
efficiency without sacrificing much tail latency.
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Figure 6: cosy enables a new operating point in the design of
CPU-efficient storage stacks. Y-axis shows 99.9p latency of latency
sensitive app, and X-axis shows throughput of throughput-bound
app (Discussion in §6.1). Towards right and down is better.

Methodology and setup. We begin by analyzing the op-
erating points achieved by today’s storage stacks. We use
SPDK [82], state-of-the art widely deployed storage stack,
as representative of a polling-based system. We use Cal-
adan [34], a recent kernel-bypass stack as representative of
an interrupt-based system 5. Our experimental setup consists
of two servers (A, B) directly connected to a switch with
100Gbps links. We use two applications on server A (1) an
I/O bound latency-sensitive app (LS) app which performs
random reads to a remote storage device on server B (2)
a CPU-intensive throughput-bound app (TB) which simply
burns CPU cycles spinning in a while loop. We use a RAM
disk as the remote storage device in order to emulate low-
latency storage. For LS, we use an I/O size of 4KB, and an
I/O depth of 8. We co-locate both LS and TB on a single CPU
core in order to understand performance when applications
share CPU resources. We give Caladan an additional CPU
core for it’s IOKernel. We measure 99.9th percentile tail la-
tency of LS and the throughput achieved by TB (number of
spins per second).

Polling-based designs. With SPDK, when LS is run in iso-
lation, it achieves a very low tail latency of 29.8µs. When
LS and TB are co-located (SPDK-fairshare in Figure 6) we
observe a sigificant inflation in tail latency of LS, and a degra-
dation in the throughput of TB (relative to when it is run in
isolation). This is behavior is explained in prior work [46].
A different operating point can be achieved, by assigning LS
higher CPU scheduling priority. This is shown with the SPDK
(priority) data point in Fig. 6. LS achieves good tail latency,
but at the cost of almost entirely starving TB.

Interrupt-based designs. When we run the experiment with
Caladan in it’s default configuration, it achieves good tail
latency but poor throughput due to frequent context-switches
— TB is repeatedly preempted when interrupts are delivered
to LS. Caladan exhibits a tunable trade-off between latency
and throughput in this scenario by enabling interrupts to be
delayed and coalesced in order to minimize context-switch
overheads. It exposes a parameter, THRESH_QD for this. We
re-run the experiment with varying THRESH_QD Fig. 6. As
THRESH_QD is graudually increased the throughput increases
at the cost of higher tail latency. We begin to see diminishing

5While Caladan’s IOKernel is polling-based, the applications themselves
are interrupt-driven
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returns for larger THRESH_QD values.

Predictable-wakeups. The asynchronous nature of existing
networks fundamenatally constrains the design space of stor-
age stacks. cosy enables a new design point via it’s property
of communication synchrony — Predictable Wakeups. A stor-
age stack using cosy as transport can predict precisely the
time bound within which response packets will arrive (based
on cosy’s latency bound) This enables it to put the applica-
tion to sleep and wake it up at the right point in time so as
to minimize tail latency and maximize CPU-efficiency. We
integrated cosy as a new transport in SPDK, and modified
the storage stack logic to support predictable wakeups.

Evaluation. We evaluate our prototype of predictable wake-
ups using the same experimental setup as before. We con-
figure cosy with K = 8. The resulting operating point is
shown in Figure 6. Compared to polling-based systems, cosy
+ predictable wakeups is able to achieve significantly better
throughput with only minimal degradation in tail latency. TB
achieves higher throughput because LS goes to sleep right
after issuing requests, enabling TB to use CPU cycles until
LS is woken up again. LS tail latency increase slightly be-
cause of (1) rsvp/complete exchange in cosy6 (2) waiting
for responses to all X requests to arrive before waking up.

Compared to interrupt-based systems, cosy + preditable
wakeups is able to achieve higher throughput without com-
promising significantly on tail latency. Let us focus on two
points on the Caladan frontier in Fig. 6: (1) The point at which
Caladan achieves the same tail latency as cosy + predictable
wakeups. Here Caladan’s throughput is 37% lower. (2) The
point where Caladan achieves the same throughput as cosy +
predictable wakeups. Here it’s tail latency is nearly 4× higher.
The reason for this is the timeout-based nature of interrupt co-
alescing (via Caladan’s THRESH_QD parameter). Since packet
arrival times are not predictable in asynchronous networks,
using a fixed timeout value leads to either (1) poor throughput
if the timeout happens to be too low or (2) high tail latency
if the timeout happens to be too high. Hence, we see that
compared to both polling-based and interrupt-based systems
on asynchronous networks, cosy enables achieveing a new
and better operating point that was previously not possible.

6.2 Efficient Packet Processing Pipeline

Multiple recent works [21, 37] have suggested that running
multiple applications/connections on a single CPU core can
result in significant degradation in application throughput or
CPU efficiency. This is due to larger number or cache misses
caused by multiple contending apps. A recently introduced
design – Reframer [37], tries to reduce these misses by delib-
erately buffering packets, waiting for a batch worth of packets
to arrive per application, before letting them processed by

6Note, that we treat each I/O request as a separate cosy message

the CPU. Hence, a key requirement for such a design to pro-
vide benefits is for requisite number of packets to arrive in
as many batches as possible. However as discussed in this
paper before, for existing asynchronous networks arriving
packets can be arbitrarily delayed. In the presence of large
packet inter-arrival delays, one could potentially use a large
buffering timeouts to allow for desired batch sizes. However,
that would result in increased latencies for arriving packets as
they would require being buffered for larger amount of time.

Such an application presents a perfect case for the need
of communication synchrony guarantees provided by cosy.
cosy provides very predictable inter-packet arrival times for
its traffic, and users can easily set a desired buffering timeout
to reap the maximum benefits of a scheme like Reframer.

We evaluate the benefit of using cosy with Reframer using
the suggested two server in-chain setup as employed in the
Reframer paper [37]. We use two servers directly connected
to each other with a 100Gbps link. The network functions
and Reframer implementations are based on FastClick – a
DPDK-based framework for network I/O [17]. Reframer im-
plementation takes as input packet capture dump files, and
replays the trace using the time of arrival and 5-tuple infor-
mation for each packet. We use the traces provided in the
Reframer repository as the baseline [7]. This trace was cap-
tured with TCP as underlying transport, and hence packets
can experience large variation in inter-packet arrival times
like in any asynchronous network. In order to fully capture
the network asynchrony that can be experienced on a large
scale topology in the presence of background traffic, we also
add randomized delays to inter-packet arrival delays, while
keeping the average throughput of each flow in the traces
the same. We run the same traces on cosy and capture the
corresponding traffic, to replay on Reframer implementation
in order to evaluate Reframer performance in presence of
cosy. Note that since the background traffic is sent using
the asynchronous interface of cosy, it will have no effect on
the synchronous traffic performance due to priority-based
isolation as discussed previously in §4.

Figure 7a shows the increase in average throughput per
core using Reframer by increasing the buffering timeout val-
ues from 16µs to 192µs. We see that Reframer improves the
throughput per core from 3.4 Gbps to 4.2 Gbps for the base-
line trace. With the introduction of background traffic induced
delays, the throughput per core is reduced for each correspond-
ing timeout value. Using cosy Reframer is able to achieve 6.9
Gbps throughput per core even with the 16µs of bufferring.

Figures 7b-7d explain how cosy allows Reframer to
achieve these benefits. Figure 7b shows inter-packet delay
profiles of the evaluated traces. We plot the distribution of
packet inter-arrival times across all flows in the traces. We
see that cosy indeed provides very consistent and low inter-
packet arrival times, with almost all inter-arrival times ≤ 10µs.
cosy provides average batch size of 4.4 for 16µs buffering
timeout, and is able to achieve close to best possible average
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Figure 7: Using cosy to improve the effectiveness of Reframer: (Discussion in § 6.2)
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Figure 8: Using cosy to design efficient endhost failure detector
(See §6.3). Top plots show requests arriving at the endhosts from
the detector and the times when the endhost is crashed; middle plots
show requests being sent from the detector and the corresponding
rsvps arriving from the endhost when not crashed; bottom plots
show the false positive probability reducing with more consequtive
unresponded requests.

batch size for the evaluated traces within timeout of ∼128µs.
Without cosy however, Reframer is only able to achieve aver-
age batch size of 2.5 (and 1.5 in the presence of background
traffic) even with buffering timeout of 192µs. As discussed
previously, larger batching provides better CPU efficiency
due to improved cache miss rates. Figure 7d shows reduction
in L1 cache miss rates per packet with increasing buffering
timeouts, and this reduction is proportional to the increase
throughput per core.

6.3 Efficient Failure Detectors
Detecting host failures effectively is a fundamental problem
in distributed systems. Designing a failure detector which is
reliable (i.e. provides small false positive probability) and fast
(provides failure notification within a small delay) is a hard
problem, especially in the presence of today’s unpredictable
networks [55]. However, one can achieve both these goals
efficiently utilizing cosy synchrony guaratees.

To demonstrate this, we implemented our own endhost

failure detector application on top of cosy: a detector endhost
periodically sends a request to the desired endhost every
fixed interval of probing time TP. If the detector hears back
a rsvp from the endhost, it assumes the endhost is alive,
otherwise if there is no response for δcosy worth of time, the
detector concludes the endhost is crashed. In the presence of
no other network failure between the path of the detector and
endhost, cosy would ensure that the detector receives rsvp
within δcosy time if the endhost remains non-faulty. However,
there is a chance of the detector raising false positives in the
presence of link failures since request could be dropped
on the failed links and never reach the endhost. Due to the
large path diversity available in typical datacenter topologies
the probability of false positives is already low since the
request and rsvp would usually have large number of non-
faulty network paths available.

Figure 8 shows the evaluation results for this failure detec-
tor implemented on our testbed setup shown in Figure 4, with
one endhost used as a detector and one which can crash. Fig-
ure 8a shows the detector sending a request to the endhost
every 100us (shown in orange). The endhost is made to crash
at 500us and recovered back at 1000us (shown in red). When
alive, the endhost responds back to the detector using rsvp
(shown in green). As guaranteed by cosy, all rsvp eventually
arriving at the detector arrive within δcosy period of sending
a request. Upon crash, the detector can detect it within a
maximum duration of TP+δE , which is only arround ∼ 135µs
for the setup. Figure 8b shows the corresponding result with
TP = 50µs. Expectedly the maximum failure response time
reduces to 85µs. Hence, increasing the probing frequency al-
lows quicker detection of failures with by trading off more
network bandwidth employed by the detector.

7 Conclusion

Applications today use best-effort delivery semantics. Such
weak semantics reduces the set of assumptions that system
designers can rely upon from the underlying network, thus
introducing complexity and inefficiency in end-host systems.
Motivated by recent hardware and application trends, this
paper explores design and performance tradeoffs for networks
offering partial communication synchrony semantics.
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A Proofs for theorems

Proof for Theorem 3.1. Assuming a 2-tier leaf-spine and
a full-bisection topology, we can represent the topology as
shown in Figure 9 (in an unfolded view, with senders on the
left side and receivers on the right) . To ensure communi-
cation synchrony guarantee, the network must provide two
necessary conditions – (1) ∃ an F > 0 such that each message
admitted by the network must transmit all its packets at an
average transmission rate ≥ B/F , where B is the access link
bandwidth for each endhost in the network; and (2) all the

switch ports must receive data at average rates smaller than
the bandwidth capacity for the respective switch port. If (1)
is not satisfied, the transmission delay for the message can
be arbitrarily high leading to unbounded latency. If (2) is not
satisfied, this could lead to unbounded queueing at the switch
buffer, leading to packet drop7.

To provide optimal latency, the network must transfer the
message using rate B (i.e., F = 1). We now see how one
can realize condition (2) for such a network. We represent
the topology using a bipartite graph G formed using senders
and receivers as the left and right set of vertices respectively
(bottom-left, Figure 9). We represent the input traffic as edges
on this graph, with edges formed between the message sender
and receiver vertices. Consider a graph M formed by perform-
ing bipartite matching on G (bottom-center, Figure 9). We then
convert M to a bipartite multigraph L by using leaf-switches
(or the ToR switches) instead of endhosts as the vertices (top-
center, Figure 9). Next, we perform edge-coloring on L to
obtain an edge-colored multigraph Z (top-right, Figure 9).
Note that for bipartite multigraphs with degree d, it is known
that we can always optimally edge-color the graph using d
colors [23]. In this case, each unique color can be mapped to a
unique spine switch (or the core switch). It can be easily seen
that if the network only admits set of messages admitted by
the matching in M and forwards the messages at full rate via
the spine switches corresponding to the color assigned to each
message edge in Z, we obtain a synchronous network – the
network satisfies the condition (2) above, since each message
takes an edge-disjoint path in the network, and each switch
port in a full-bisection bandwidth topology has capacity equal
to the access link bandwidth.

The sources of latency for any message are (a) waiting
delay for admission (b) transmission delay at the sender (c)
speed-of-light propagation delay for all links and crossbar
fabric switching delay for all switches across the network
and (d) queueing delay at each switch. The required edge-
coloring algorithm could be performed either in a distributed
or a centralized manner; either scenario would require at least
one round of communication between a pair of nodes in the
network. Hence, the arriving message waits for minimum one
hRTT (recall that one hRTT is equal to the round trip delay
for packet across the network and includes link propagation
delays and crossbar switching deelays) before it can be admit-
ted. Upon admission, the sender transmits the packets using
rate B, therefore the transmission time for a message with size
s equals s/B. Since for the current scenario with F = 1, each
message is assigned an edge-disjoing path in the network,
there is zero queueing at each switch, hence there is no queue-
ing delay observed by any packet in the network. Assuming
the scenario of optimal latency, i.e., message arrived at time
t = 0 at the sender, and got admitted at t = 1hRTT and started

7One can also easily construct scenarios where using hop-by-hop control
techniques like PFC [1] in order to avoid packet drops in presence of (2)
could lead to violation of (1) in the worst-case
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Figure 9: Constructing a network providing communication synchrony with the help of graph matchings and edge-coloring

sending its data, then the receiver receives all the required
data packets from the sender by time t = s/B + 3

2 hRTT. The
extra 0.5hRTT arises due to the propagation and switching
delay for the last packet traversing from the sender to the
receiver. It takes another 0.5hRTT to notify the sender about
message arrivals or possible hardware failure (in case the
message does not arrive within intended time at the receiver).
Hence by the time δ⋆ = 2hRTT + s/B, the sender completion
queue receives the information about the message being com-
pleted or rejected. Hence latency experienced by any network
providing communication synchrony ≥ δ⋆.

For the current scenario of F = 1, an admitted edge is
added to the matching irrevocably. The utilization of the net-
work is the total data transmitted by the network per unit
time. The utilization of the network is directly proportional
to the number of edges admitted; the maximum utilization
occurs when the network admits the edges corresponding to
the offline maximum matching. The network however per-
forms a maximal matching under the model of edge-arrivals
without preemption, and the problem is known to be strictly
1
2−competitive [35]; hence there exists a input traffic pattern
such that the utilization = 1

2(1+α) . The factor of 1
(1+α) arises

due to fact that no data is transmitted by the sender during the
first hRTT when the sender waits to be informed whether the
message is admitted by the network. For generic scenario of
F > 1, the utilization is proportional to a fractional matching,
where the weight associated with each admitted edge is pro-
portional is equal to R/B ≥ 1/F , where R is the rate at which
network transmits the data for the message corresponding

to the admitted edge (recall that B ≥ R ≥ B/F). [35] shows
any algorithm for performing maximal fractional matching
under the edge-arrival model is also 1

2−competitive. Hence
the utilization bounds remains the same. Therefore, for any
network providing communication synchrony there exists a
traffic matrix such that the utilization Θ ≤ Θ⋆ = 1

2(1+α) . Θ

is also the maximum sustainable load by the network, since
by definition maximum sustainable load will be equal to the
network utilization for a scenario where optimal utilization
= 1, and the bound on Θ is independent of optimal utilization.

Proof for Theorem 3.2 and 3.4. We now provide bound for
utilization in expectation across randomized request forward-
ing decisions. If the input workload is matching to begin with,
an edge is not admitted by cosy iff there is an edge-coloring
conflict – i.e., cosy chooses a spine for forwarding the arrived
message (corresponding to the edge) which already has K vir-
tual links reserved for the sender-side leaf – spine link. To
find the expected the number of edges admitted using cosy,
we employ the commonly used balls-and-bins argument in
our context.

Consider any sender-side leaf switch. Each leaf – spine
link is considered a bin. Each arriving message is considered
a ball. Whenever cosy forwards the message request via a
randomly chosen spine, we get a new ball assigned to the bin
corresponding to the spine. Hence, whenever a new message
arrives, we correspondingly get a new ball assigned to a bin.
For any bin, we consider a maximum of K balls to be “admit-
ted” (since at most K virtual links are allowed per physical
link). However, since cosy assigns balls to a bin uniformly
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Input edges:
(2 -> 7), (3 -> 6), (3 ->7), 
(4 -> 1), (5 -> 8), (6 -> 2), 

(6 -> 3), (7 -> 2)

Input Workload 3-approx Scenario Optimal Scenario

Admitted edges:
(2 -> 7), (3 -> 6), (4 -> 1),                
(5 -> 8), (6 -> 3), (7 -> 2)

Matching conflicts:
(3 -> 7), (6 -> 2)

Edge-coloring conflicts:
None

Admitted edges:
(3 ->7), (6 -> 2)

Matching conflicts:
(2 -> 7), (3 ->6), (6 ->  3), (7 -> 2)

Edge-coloring conflicts:
(4 -> 1), (5 -> 8)

Figure 10: An example of RSVP admitting edges 1/3× the optimal. The example uses the unfolded view a two-tier leaf-spine topology with
8 nodes (as used in the proof for Theorem 3.1). If RSVP admits edges (3 → 7) and (6 → 2) and chooses the colors as for these edges as
shown, then no other edge can be admitted, either due to a matching constraint or due to an edge-coloring constraint (discussed in proof for
Theorem 3.1). However, optimally it is possible to admit 6 edges as shown on right hand side.

randomly, a bin can be assigned any number of balls (with
varying probabilities). We now find the probability pt that
t balls are assigned to any bin and then use this to find the
expected number of balls admitted by any bin.

Assume that there are a total of N input balls and C bins,
with each ball arriving one after the other without loss of
generality. The probability that any bin will have exactly t
balls is

pt,N =

(
N
t

)(
1
C

)t (
1− 1

C

)(N−t)

(2)

The expected number of balls admitted by any bin is

bN =
N

∑
i=0

min(i,K)pi,N (3)

The fraction of expected number of edges admitted f is
given by bC/N. It can be easily seen that f strictly decreases
with increasing value of N, since after each edge admission
the probability that the newly arrived edge would be rejected
strictly increases. Since for any leaf the maximum value of N
is bounded by KC (since we assume input as matching, and
the topology is full-bisection), f is also bounded by f (K,C)

f ≥ f (K,C) = bKC ×C/KC (4)

We now use the above result to prove that cosy provides
f (K,C)
2(1+α) -competitive performance in expectation for arbitrary
input traffic patterns similar to the previous proofs. Assume

the offline optimal matching size is M⋆, and the number of
edges finally admitted by cosy is < M⋆ f (K,C)

2 . Result above
shows that for any input matching, cosy admits ≥ M⋆ f (K,C)
edges in exptection. Hence, if there wasn’t any coloring con-
straint for admitting the edges by cosy, the input matching
size would’ve been < M⋆

2 . Note that without the coloring
constraint, the scheme would simply construct a maximal
matching, which is always ≥ M⋆

2 . Hence, a contradiction and
our assumption that the expected number of edges finally
admitted by cosy is < M⋆ f (K,C)

2 is false. Using result from
Theorem 3.1, we get the required result.

Proof for Lemma 3.3. Consider any arbitrary switch in the
topology. cosy ensures that data packets corresponding to at
most K messages, each possibly from a different input port
(if the number of input ports in the switches ≥ K), arriving at
the same output port concurrently. Since cosy senders ensure
that packets from each slot are sent at the rate 1/(K), there
will be no persistant queueing.

However, there can be queue-build up happening because
of temporary contention arising at the output port – it is pos-
sible that packets from multiple input ports (belonging to
different slots) intending to be forwarded via same output
port, arrive at their respective input ports at the same time.
Hence, some packets would have to be enqueued before they
can be forwarded. It can be shown that at the first network hop
the maximum queue-size can be (K −1) packets, happeneing
when the all K packets arrive at their input ports at the same
time. Due to this queueing at the first network hop, the pacing
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Network Topology
+

Input Traffic

Leaf-Leaf Graph

Matching

Edge-Colored Graph

Bounded-Queue PathsOutput Permutation

Figure 11: Extending the graph construction to show matching and edge-coloring for the case of K = 2. For constructing the matching, each
endhost slot – ffor eg. here Na and Nb in this figure are used as the vertices for any endhost N, and we construct edges {Na – Ma, Nb – Mb,
Na – Mb, Nb – Ma} for each message arriving between (N,M). After performing matching upon this graph, we get a leaf-leaf multigraph
with degree K× the degree of the corresponding multigraph obtained in Figure 9, hence we use K× the colors for coloring this multigraph.
The messages now assigned first K colors are routed via first spine, second K colors via second spine, and so on. For this figure, we use light
red and red colors routed via red spine, and light blue and blue colors routed via blue spine. Note that we use the same input workload as in
Figure 9 for this example.

of packets arriving at the next-hop gets altered – although
the packets belonging to a given virtual path still arrive at an
average rate of (1/K)× the link bandwidth, the instantaneous
rate can possibly increase for a brief instant of time. It can
be seen that with the addition every hop, in the worst-case
we can see additional queueing of (K −1) packets per port
– leading to the maximum possible queueing of H × (K −1)
per port per switch , where H is the number of hops in the
topology. Figure 13 shows an example workload which can
create a queueing of 3*(K −1) at a switch port at third hop.

Proof for Theorem 3.5. For networks having large enough
switch capacities, there would be no packet drops due to buffer
overflow and therefore, bounded delays for each traversed
message.

The packets in cosy experience larger delays than the basic
design due to two reasons – lower transmission rates due
to slot allocation and larger queueing delays. If a message
has been only allocated a single slot, the transmission time
for message of size m would be mK/B. Regarding queueing
delay, as discussed previously, in cosy ith hop switch would
experience maximum per-port queueing of i×(K−1) packets,
and the queues will be drained at bandwidth B, resulting in a

total maximum possible delay of #H×(#H+1)×(K−1)×p
(2×B) , which

is equal to δ̂. Therefore the total delay between the source and
receiver buffers seen by any message in cosy is ≤ mK/B+

hRTT/2+ δ̂. Additionally, cosy allows request to wait for
δE at the receivers, hence it can take hRTT + δE delay for
a message to get admitted into the network, and 1/2 hRTT
for the receiver to notify the sender about message arrival or
possible failure.

Handling non-homegeneous topologies. cosy also pro-
vides communication synchrony in the presence of a non-
homegeneous topology, with link bandwidth not necesarily
the same across the topology. Consider any arbitrary switch in-
side the network. Assume the output port bandwidth is larger
than input port – let’s say F× the input port bandwidths. The
design ensures that data packets from at most K ×F different
input ports be forwarded to the same output port, with the
packets arriving from each input port at rate 1/(K ×F) times
the output port bandwidth. This ensures that there would be
no persistent queue-build up since the net packet arrival rate
is same as the net packet departure rate. However, as shown
in proof for Lemma 3.3, the maximum queue build-up at the
ith hop can be i× (KF − 1) packets, and the delay due to
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Input edges:
(2a -> 7a), (2b -> 7b), (2a -> 7b), (2b -> 7a), 
(3a -> 6a), (3b -> 6b), (3a -> 6b), (3b -> 6a),
(3a ->7a), (3b ->7b), (3a ->7b), (3b ->7a), 

(4a -> 1a), (4b -> 1b), (4a -> 1b), (4b -> 1a), 
(5a -> 8a), (5b -> 8b), (5a -> 8b), (5a -> 8b), 
(6a -> 2a), (6b -> 2b), (6a -> 2b), (6b -> 2a),
(6a -> 3a), (6b -> 3b), (6a -> 3b), (6b -> 3a), 
(7a -> 2a), (7b -> 2b), (7a -> 2b), (7b -> 2a)

Input Workload 3-approx Scenario Optimal Scenario

Admitted edges:
(3a ->7a), (6a -> 2a)
(3b->7b), (6b -> 2b)
Matching conflicts:

(2a -> 7b), (2b -> 7b), (2a -> 7a), (2b -> 7a) 
(3a -> 6b), (3b -> 6b), (3a -> 6a), (3b -> 6a), 
(6a -> 3b), (6b -> 3b), (6a -> 3a), (6b -> 3a), 
(7a -> 2b), (7b -> 2b), (7a -> 2a), (7b -> 2a)

Edge-coloring conflicts:
(4a -> 1b), (4b -> 1b), (4a -> 1a), (4b -> 1a), 
(5a -> 8b), (5b -> 8b), (5a -> 8a), (5b -> 8a)

Admitted edges:
(2a ->7a), (3a -> 6a), (4a -> 1a)
(2b->7b), (3b -> 6b), (4b -> 1b)
(5a ->8a), (6a -> 3a), (7a -> 2a)
(5b->8b), (6b -> 3b), (7b -> 2b)

Matching conflicts:
(3a -> 7b), (3b -> 7b), (3a -> 7a), (3b -> 7a)  
(6a -> 2b), (6b -> 2b), (6a -> 2a), (6b -> 2a) 

Edge-coloring conflicts:
None
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Figure 12: For K > 1, we can also achieve 1/3−competitive performance as shown previously for the case of K = 1 (or RSVP). The current
figure shows the extension of the example in Figure 10 with K = 1 to the case of K = 2. We can easily extend the same example for larger
values of K as well in a similar fashion.

queueing at this hop is i× (KF − 1)× p/(FB). Hence, the
total delay by queueing is still bounded by (#H)×(#H+1)×
(KF −1)× p/(2FB).
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Figure 13: An example showing that that maximum queueing at hop i can be i× (K−1) packets. In this example we see a subset of switches in
a topology and K = 4, and different colors depicts the virtual paths taken by different message streams, each sending data packets at average
rate of B/4. The right side of figure shows the packets for different message streams arriving at respective input ports at the switches. As shown,
hop 1 receives perfectly paced packets, but leads to maximum queueing of 3 packets when all red, blue, pink and orange packets arrive at the
input ports at the same time. Due to queueing at hop 1, the packing for packets can get disturbed, as shown for red packets at hop 2 input port,
it is possible to have 2 red packets next to each other (if at hop 1, the red packet was the last to be dequeued amongst the 3 enqueued packets).
Now at the other input input ports of hop 1, suppose single packets corresponding to other messages arrive exactly at the same time, the red
packet can again be enqueued for 3 packet transmission times, leading to three packets in a row arriving at input port A or hop 3. Suppose
exactly the same situation happened for other red packet streams arriving at input ports B,C and D at hop 3. This would cause queueing of
i∗ (K −1) = 9 packets at hop 3.
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