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ABSTRACT

We study how to use naturally available user feedback, such as clicks, to optimize
a prompt policy for generating sentences with large language models (LLMs).
Naive approaches, including regression-based and importance sampling-based
ones, suffer either from bias in the log data or variance caused by the large action
space of prompts. To circumvent these challenges, we propose a way to leverage
similarity and smoothness in the generated sentence embedding, substantially
reducing variance in the policy gradient estimation while maintaining a small bias.
Initial experiments on synthetic data demonstrate the effectiveness of our approach.
We also plan to publish the benchmark and simulator as open-source software.

1 INTRODUCTION

Prompt tuning is a cost-effective way of optimizing language generation (e.g., personalizing user
experiences in search and recommendation settings). As more systems with LLM-generated text
are starting to become operational, we are naturally collecting increasing amounts of logged user
feedback from their system interactions. These feedback signals provide valuable information on
whether the prompt used for generating the sentence was effective for the user. Unlike conventional
datasets used for RLHF (Stiennon et al., 2020), this feedback is available for all users at little cost,
providing opportunities for personalization of LLMs. There is thus growing interest in using such
naturally logged user feedback to optimize a prompt policy (i.e., which prompt to use for a particular
user or situation) – to enhance the quality and outcome (i.e., reward) of language generation.

However, using logged user feedback for off-policy learning (OPL) of a new prompt policy entails
several challenges due to the partial nature of the feedback. Specifically, the logged data is bandit
feedback, containing the reward for only the action chosen by the logging policy (i.e., the one used
in past operations) and not for the other actions that a new policy may choose. A naive way for
dealing with such counterfactuals is to regress the reward and use imputed rewards instead (Stiennon
et al., 2020; Jaques et al., 2017; Snell et al., 2022). However, imputation is often not accurate enough
due to covariate shift (Swaminathan & Joachims, 2015). An alternative is the importance-sampling
approach, which re-weighs reward observations to enable unbiased estimation of the policy gradient
(PG) under support conditions. Nonetheless, this approach suffers from severe variance when the
action space is large (Saito & Joachims, 2022) and bias when the logging policy does not fully explore
the action space (Sachdeva et al., 2020). These challenges can be particularly problematic in our
language generation setting, where the actions are prompts and we aim to support a rich and diverse
set of candidate prompts.

The key shortcoming of the standard approaches lies in treating each prompt independently, equivalent
to using a one-hot representation of prompts. In contrast, in many NLP tasks, we have witnessed
advances from using embeddings and their similarities among words and sentences (Mikolov et al.,
2013; Le & Mikolov, 2014). This paper thus explores and presents a way of leveraging prompt-
and sentence-similarities to make large-scale OPL for prompt-guided language generation
tractable. Specifically, to deal with a large action space, we use clustering based on similarity
among prompts and generated sentences. Then, we optimize the prompt by the following steps: (1)
apply cluster-wise importance sampling to estimate PG to choose a cluster, and (2) determine which
prompt within the cluster to choose via a regression-based approach. By doing so, we can relax the
conditions for (sufficient) support and reduce the variance in PG estimation, while keeping the bias
small either when similar prompts are clustered together or when the within-cluster distribution shift
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is small. Finally, we provide initial experiment results in a synthetic setting. We also plan to extend
the benchmark with a full LLM setting and publicize it as open-source software for future work.

2 OFF-POLICY LEARNING FOR PROMPT OPTIMIZATION

We start by formulating prompt optimization as a new type of OPL problem, which we call contextual
bandits with auxiliary outputs. Let u ∈ U ⊆ Rdu be du-dimensional user features, sampled from
an unknown distribution p(u). Let q ∈ Q ⊆ Rdq be a query (or input sentence of a frozen LLM),
sampled from a conditional distribution p(q|u). Let a ∈ A be a (discrete) prompt, where each prompt
is associated with some vectorial embedding, i.e., soft prompts (ea ∈ Rde , where de is the dimension
of the embeddings). The prompt is used to generate a sentence via a frozen LLM. This process can
be formulated as a procedure of sampling sentence o ∈ O from the output distribution of the LLM:
pLLM(o|q, a). A user will respond to the output sentence and provide some reward r ∈ R (e.g., click,
stream, purchase), where r follows p(r|u, q, o). Let π ∈ Π be a prompt policy where π(a|u, q) is the
probability of choosing prompt a for context x := (u, q). Our goal is to optimize the prompt policy
to maximize the expected reward, defined as

V (π) := Ep(u)p(q|u)︸ ︷︷ ︸
=p(u,q)

π(a|u,q) pLLM(o|q, a)p(r|u, q, o)︸ ︷︷ ︸
=p(r,o|u,q,a)

[r] = Ep(x)π(a|x)p(r,o|x,a)[r].

By formulating the interactions and the objective in this way, we frame prompt optimization as a
contextual bandit with auxiliary outputs (o), where the context is x, the action (i.e., prompt) is a, and
the reward is r, as illustrated in Figure 1. Note that we parameterize the policy as πθ using some
parameters θ ∈ Θ (e.g., a neural network).

Running a prompt policy π0 (̸= πθ) as part of an operational system, the logging policy π0 generates
logged feedback of the following form:

D := {xi, ai, oi, ri}ni=1 ∼
n∏
i=1

p(x)π0(a|x)pLLM(o|x, a)p(r|x, o),

where n is the data size and i is its index. The logged data informs us whether the prompt (ai) results
in a high reward or not (ri). However, a difficult aspect of using the logged data is that the reward
observation is partial, i.e., the reward is observed only for the prompt chosen by the logging policy
(π0) and it is not observed for all the other actions. This can be particularly challenging when training
a new policy πθ on the logged data, as πθ may choose actions that are not chosen by π0.

2.1 NAIVE APPROACHES TO OFF-POLICY LEARNING OF PROMPT POLICIES

Regression-based. A typical way of using (logged) data is to train a reward predictor R̂ (Stiennon
et al., 2020; Jaques et al., 2017; Snell et al., 2022), and then to use the predicted rewards to estimate
the policy gradient (PG) as follows1.

∇θV (πθ) ≈
1

n

n∑
i=1

Ea∼πθ(a|xi)
[
∇θ log πθ(a|xi)R̂(xi, a)

]
Minimizing the MSE loss L(R̂) ≈ 1

n

∑n
i=1(R̂(xi, ai) − ri)

2 is a common choice for training the
regression model R̂. Unlike standard supervised learning, regression for OPL entails challenges
arising from the partial rewards and from the covariate shift between logging policy π0 and the target
policy πθ. If the learned regression model R̂ is inaccurate, the estimated PG can be heavily biased.

Importance sampling (IS)-based. Instead of relying on potentially inaccurate regression, the
IS-based approach corrects the distribution shift between π0 and πθ by reweighing the observations:

∇θV (πθ) ≈
1

n

n∑
i=1

πθ(ai|xi)
π0(ai|xi)

∇θ log πθ(ai|xi)ri

The IS-based PG is unbiased under the support condition, i.e., ∀(x, a) ∈ X × A, π0(a|x) > 0 →
πθ(a|x) > 0. However, because the number of candidate prompts (|A|) is typically very large, the
support condition may not be satisfied (Sachdeva et al., 2020), and the variance of PG estimation can
be extremely high when the importance weight is very large (Saito et al., 2023).

1The estimation target is the true policy gradient: ∇θV (πθ) = Ep(x)πθ(a|x)p(r,o|x,a)[∇θ log πθ(a|x)r].
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Figure 1: Data generation process.
Figure 2: (Left) Fixed action clustering.
(Right) Adaptive output clustering.

Key challenge. The key problem causing the issues identified above (especially those related to the
IS-based method) lies in treating each prompt independently. This overlooks the potential of using
word and sentence similarity, which has been proven effective in many NLP tasks (Mikolov et al.,
2013; Le & Mikolov, 2014). Below, we thus discuss how to leverage the similarity among prompts
and generated sentences to reduce the variance of PG estimation while preserving a small bias.

3 PROPOSAL: LEVERAGING SENTENCE-SIMILARITY VIA CLUSTER-WISE IS

Our solution for dealing with the large action spaces of LLMs is to introduce clustered action spaces
in which we can apply importance sampling reliably. For this purpose, we decompose the policy as

πθ(a|x) = EC∼p(C|x)[π
cluster
ϕ (c|x, C)πwithin-cluster

ψ (a|x, c, C)],

where θ = (ϕ, ψ) are the policy parameters. C is the clustering structure and c indicates each cluster.
Then, given some within-cluster policy πwithin-cluster

ψ , the true policy gradient of the cluster policy
πcluster
ϕ is defined as

∇ϕV (πθ) = Ep(x)p(C|x)πcluster
ϕ (c|x,C)[∇ϕ log πϕ(c|x, C)Rπwithin-cluster

ψ ,C(x, c)],

where Rπwithin-cluster
ψ ,C(x, c) := Eπwithin-cluster

ψ (a|x,c,C)p(r,o|x,a)[r] is the expected reward of choosing cluster

c under the clustering structure C when deploying πwithin-cluster
ψ to choose an action a within the cluster

c. To estimate the above PG, we use cluster-wise IS as follows:

∇ϕV (πθ) ≈
1

n

n∑
i=1

Ep(C|x)
[
πϕ(c(ai)|xi, C)
π0(c(ai)|xi, C)

∇ϕ log πϕ(c(ai)|xi, C)ri
]

π0(c(a)|x, C) :=
∑
a′∈A,c(a′)=c(a) π0(a|x) is the cluster distribution under the logging policy. The

cluster-wise IS corrects the distribution shift w.r.t. the cluster policy, while not w.r.t. the within-cluster
policy, aiming to reduce the variance caused by large importance weights. As a result, the proposed
cluster-IS has the following statistical properties:

• Variance reduction: Cluster-wise IS reduces the variance since there are typically fewer
clusters than actions, and we can consider a low-variance regression policy for πwithin-cluster

ψ .

• Small bias: Bias of cluster-wise IS can be small (1) when the within-cluster distribution
shift is small or (2) when similar prompts that result in similar rewards are clustered together.

3.1 CLUSTERING METHODS TAILORED FOR PROMPT TUNING

The first idea for clustering prompts is via a k-means clustering of their soft-prompt embeddings (ea).
However, this “fixed action clustering” (FAC) comes with two potential shortcomings:

1. When π0 concentrates on limited subset of prompts, cluster-wise IS still faces high variance
by potentially producing clusters that are still infrequent under π0. (Figure 2 (Left))

2. FAC may not capture which prompts produce similar sentences and thus similar rewards.
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Figure 3: Comparing OPL methods with varying data sizes (left) and numbers of actions (right).

To mitigate these shortcomings, we propose a clustering method tailored for prompt optimization
called “adaptive output clustering” (AOC). Specifically, AOC clusters prompts by the following
steps: (1) retrieve k most frequent prompts under logging distribution for each context, (2) sample
one "pivot sentence" for each of the k prompts from the LLM pLLM(o|x, a), and (3) form clusters by
assigning sentences generated by other prompts to the most similar pivot sentence. By doing so, we
can cluster prompts based on the similarity of associated sentence distribution, i.e., pLLM(o|x, a).

4 SYNTHETIC EXPERIMENTS

Synthetic setting. We conduct a synthetic experiment by simulating prompts and sentences with
feature vectors. To generate logged data, we first sample 5-dimensional context (du = 5) and query
(dq = 5) from a multivariate normal distribution. Then, for any chosen prompt (or action) a, we
sample auxiliary output o from the following distribution

fo(q, ea) = c · sin(q⊤Mq + e⊤aMe), o ∼ N (fo(q, ea), σ
2
o),

Mq andMe are coefficient matrices sampled from a uniform distribution. ea is the original embedding
(i.e., soft prompt) of action a. We use c = 5.0 and σo = 0.3. By using the sine function, we simulate
a situation where different action embeddings (ea) result in similar auxiliary outputs (o). Then, a user
responds to the sentence (o) with the following reward function.

fr(u, o) = u⊤Mu + o⊤Mo, r ∼ N (fr(u, o), σ
2
r)

where Mu and Mo are coefficient metrics sampled from a uniform distribution. σr = 0.5 is the
reward noise. We generate logged data with the softmax logging policy π0(a|x) = softmax(β0 ·
R̂0(x, a)), where β0 = 3

√
|A| is a temperature parameter. R̂0 is trained using n0 = 10000 datapoints

collected by the uniform random policy. In our experiments, we vary the following configurations:
(1) data size: n ∈ {1000, 2000, 3000, 4000, 5000}, (2) number of candidate prompts: |A| ∈
{10, 50, 100, 500, 1000}. The bold font represents the default value.

Baselines and metrics. We compare the proposed method to two baselines: regression-based PG
and action-wise IS-based PG. These baselines directly parameterize R̂ or πθ without performing
clustering. In contrast, our cluster-wise IS-based PG employs adaptive output clustering (AOC) by
default and also uses fixed action clustering (FAC) for ablation. The number of clusters (|C|) is 10.
We compare the methods by their optimality, defined as (V (π) − V (πunif))/(V (πopt) − V (πunif)),
where πopt is the optimal policy and πunif is the uniform random policy.

Results. Figure 3 shows the optimality of each OPL method averaged over 20 random seeds. The
results demonstrate that cluster-wise IS with AOC performs well across various configurations, while
the baselines can fall short. Specifically, we observe the baseline methods lose performance as
the number of candidate prompts (|A|) increases. This is because the regression-based one fails to
accurately estimate the reward of every prompt in A and the action-wise IS suffers from high variance
in such situations. In contrast, the proposed cluster-wise IS with AOC mitigates these negative effects
by effectively addressing the cluster-wise distribution shift via cluster-wise IS, while reducing the
variance of action-wise IS. We hope our findings will stimulate the discussion of how to use naturally
collected bandit data for efficient prompt optimization.
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LIMITATION, SOCIAL IMPACT, AND FUTURE WORK

This is ongoing work, and the current limitation of this paper is that we have not yet included the
experiment results with actual LLMs, while showing the proof of concept in the synthetic experiment.
However, we believe that the idea of using logged data and formulating the problem as OPL of
contextual bandits with auxiliary outputs provide fundamentally new opportunities for data-driven
language generation to the LLM/NLP community. In particular, OPL for prompt tuning enables even
users or third-party companies that do not own LLMs to optimize language generation using prompts
and logged feedback. Compared to RLHF (Stiennon et al., 2020), which requires expensive human
annotation and huge computational resources to fine-tune LLMs, OPL of prompt policies enables
much more cost-effective and effortless optimization by using only naturally collected feedback and
prompting.

For future work, we plan to conduct a benchmark experiment with Mistral-7B (Jiang et al., 2023)
on a personalized movie description generation task, as well as extend experiments with various
configurations on the synthetic setting. We also plan to publicize the benchmark as an open-source
software, and we hope it will facilitate future research and practical applications.

This research was supported in part by NSF Awards IIS1901168, IIS-2008139, IIS-2312865, and
OAC-2311521. All content represents the opinion of the authors, which is not necessarily shared or
endorsed by their respective employers and/or sponsors.
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