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minimal envelope for shifted gap function

Gotoh [Got82] first presented this recurrence in 1982 and the algorithm that directly follows is easily seen
to take O(MN) time. The division of the recurrence into three cases was arbitrary for the general prob-
lem, but here is essential. C terms contributing to a D or I value are charged g + h because a gap is being
initiated from that term. D(I) terms contributing to D(I) values are charged only h because the gap is just
being extended. It has been common knowledge that by continuing such a case-wise decomposition, one
may handle gap costs that are P-piece affine curves in O(PMN) time.

Lying between the affine and arbitrarily scored block indel problems, is the case where gap(x) is a
concave function, i.e., gap(x + 1) − gap(x) ≤ gap(x) − gap(x − 1). In words, the first forward differ-
ences are non-increasing, or intuitively, if one imagines gap as a continuous curve then its second deriva-
tive is non-positive. For example, affine functions are concave and so is gap(x) = alog x + b for positive
a and b. Such a gap model arises naturally in the dynamic programming formulation for RNA secondary
structure prediction, and it has been conjectured that such a model may be useful for biological sequence
comparisons. Waterman [Wat84]introduced the concave-gap comparison problem and in 1988 two
teams independently arrived at an O(MNlog N) algorithm [MiM88,EGG88].

To understand the basic idea of this algorithm it suffices to focus on the subproblem of determining
the D-values in a given row, say j, in a sweep of increasing i. When at column i in this sweep, a proceed-
ing candidate from column k < i will contribute Cont k (x) = C(k , j) + gap(x − k) to the minimum for
D(x , j) at future column x > i. Observe that Cont k (x) is simply a copy of the concave curve gap(x)
translated k units to the right and C(i , j) units upward. As the algorithm sweeps to column i (in row j), it
keeps a representation of the minimum envelope Env i (x) = min{ Cont k (x) : k∈[0, i − 1] } of the
Cont k curves for all k < i. In essence Env i models the future contribution of all candidates k < i.
Observing that two copies of the same but differently displaced concave curves intersect at most once, it
is not difficult to see that the envelope can be modeled by a list of candidates each of which gives the
value of the envelope over a specific interval. Figure 4 gives an example. The essence of the algorithm is
a method for updating the candidate list representing the minimum envelope in O(log N) time per entry
swept.
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Figure 4: A Sample Minimum Envelope.

For the case were the intersection between two differently displaced copies of gap can be computed in
constant time, the complexity of the algorithm above improves to O(MN). For example, this property is
true of gap(x) = alog x + b. Furthermore, for P-piece affine curves Miller and Myers showed this algo-
rithm to admit to an O(MNlog P) variation. Recently Larmore and Schieber [LaS90] have devised an
improved algorithm that runs in O(MNlog log N) time.
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