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Embracing Error to Enable Rapid Crowdsourcing

Ranjay Krishna'!, Kenji Hata', Stephanie Chen', Joshua Kravitz',
David A. Shamma?, Li Fei-Fei!, Michael S. Bernstein'
Stanford University!, Yahoo! Labs?
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ABSTRACT

Microtask crowdsourcing has enabled dataset advances in so-
cial science and machine learning, but existing crowdsourc-
ing schemes are too expensive to scale up with the expand-
ing volume of data. To scale and widen the applicability
of crowdsourcing, we present a technique that produces ex-
tremely rapid judgments for binary and categorical labels.
Rather than punishing all errors, which causes workers to pro-
ceed slowly and deliberately, our technique speeds up work-
ers’ judgments to the point where errors are acceptable and
even expected. We demonstrate that it is possible to rec-
tify these errors by randomizing task order and modeling re-
sponse latency. We evaluate our technique on a breadth of
common labeling tasks such as image verification, word simi-
larity, sentiment analysis and topic classification. Where prior
work typically achieves a 0.25x to 1 speedup over fixed ma-
jority vote, our approach often achieves an order of magni-
tude (10x) speedup.
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ACM Classification Keywords
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However, even microtask crowdsourcing can be insufficiently
scalable, and it remains too expensive for use in the produc-
tion of many industry-size datasets [24]. Cost is bound to the
amount of work completed per minute of effort, and existing
techniques for speeding up labeling (reducing the amount of
required effort) are not scaling as quickly as the volume of
data we are now producing that must be labeled [63]. To ex-
pand the applicability of crowdsourcing, the number of items
annotated per minute of effort needs to increase substantially.

In this paper, we focus on one of the most common classes
of crowdsourcing tasks [20]: binary annotation. These tasks
are yes-or-no questions, typically identifying whether or not
an input has a specific characteristic. Examples of these types
of tasks are topic categorization (e.g., “Is this article about fi-
nance?”) [52], image classification (e.g., “Is this a dog?”) [13,
38, 36], audio styles [53] and emotion detection [36] in songs
(e.g., “Is the music calm and soothing?”), word similarity
(e.g., “Are shipment and cargo synonyms?”) [42] and sen-
timent analysis (e.g., “Is this tweet positive?”) [43].

Previous methods have sped up binary classification tasks by
minimizing worker error. A central assumption behind this
prior work has been that workers make errors because they
are not trying hard enough (e.g., “a lack of expertise, dedica-
tion [or] interest” [54]). Platforms thus punish errors harshly,
for example by denying payment. Current methods calcu-
late the minimim rediundancv necessarv ta he confident that
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The Knowledge Accelerator: Big Picture Thinking in Small
Pieces
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ABSTRACT

Crowdsourcing offers a powerful new paradigm for online
work. However, real world tasks are often interdependent,
requiring a big picture view of the difference pieces involved.
Existing crowdsourcing approaches that support such tasks
— ranging from Wikipedia to flash teams — are bottlenecked
by relying on a small number of individuals to maintain the
big picture. In this paper, we explore the idea that a com-
putational system can scaffold an emerging interdependent,
big picture view entirely through the small contributions of
individuals, each of whom sees only a part of the whole. To
investigate the viability, strengths, and weaknesses of this ap-
proach we instantiate the idea in a prototype system for ac-
complishing distributed information synthesis and evaluate
its output across a variety of topics. We also contribute a set
of design patterns that may be informative for other systems
aimed at supporting big picture thinking in small pieces.

Author Keywords
information synthesis; crowdsourcing; crowd work; complex
workflow; design patterns.

ACM Classification Keywords
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However, much work in the real world is not amenable to
crowdsourcing because of the difficulty in decomposing tasks
into small, independent units. As noted by many researchers
[9, 38, 47, 48], decomposing tasks ranging from writing an
article to creating an animated film often results in pieces that
have complex dependencies on each other. Take for example
the goal of writing even a simple article about growing toma-
toes. At the lowest level, each sentence must be coherent and
align with the other sentences in the paragraph. At a higher
level, each paragraph within the article must fit together as
well, and sections need to have proper transition and flow.
Moving to even higher levels, the article must have an appro-
priate set of topics (e.g., appropriate soil, sunlight, watering,
pruning) that are coherent and comprehensive. Information
from different sources should be appropriately synthesized
and cited while reducing redundancies and bias. Supporting
this type of work requires having a big picture view of differ-
ent pieces at different scales and ensuring they all fit together.

Accomplishing this big picture thinking through small tasks
is challenging because it means that each person can only
have a limited view of the bigger picture. As a result, many of
the applications of crowdsourcing have been limited to simple
tasks such as image labeling where each piece can be decom-
posed and processed independently. Those approaches that
do crowdsource tasks requiring big picture thinking — such
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How Do I Get My Tomato Plants To Produce More Tomatoes?

N -

Contents

. Tomatos - Feeding

Pruning Is Love
Maintenance And
Harvesting

Tomatos - Proper
Potting Procedure
Weather And Sunlight
Conditions

Growing Tomatoes
Tomatos - Stakes And
Support

Tomatos - Feeding

Producing better tomato plants is as simple as picking the perfect soil. There are many market soils
or one can add a few things to their own soil. Extra nutrients go a long way in producing more
tomatoes per plant.

Tomatoes are heavy feeders since they are smaller plants that depend on the bushy growth to support
fruit production. They can benefit from some added nutrition even if you use the best soil. Cutting back
on nitrogen will ensure a big, goregous pile of fruit coming your way in no time!

Tomatoes take up nutrients the best when the soil pH ranges from 6.2 to 6.8. They need a constant
supply of major and minor plant nutrients. Following the rates on the fertilizer label, mix a balanced
timed-release or organic fertilizer to the soil as you prepare planting holes.

Feeding tomatoes regularly is critical for a good yield. At the very least, you need a good liquid food that
is high in potassium.

Any tomato feed from a garden cetner should do the job. If you want take it a step further, check out
Sea Nymph's natural seaweed-based feed or BioBizz's BioGrow, which include molassess to feed the
microbes in the soil. About half way through the season, | add a 1 inch (2.5 cm) layer of worm compost
or local farm manure to the top of my containers. This adds extra nutriends and soil life.

Amend your plant beds with your own or purchased compost; dry, timed-release fertilizer, and most
importantly, worm castings. Add S cubic feet of Gardner & Bloome compost; 5 quarts of Gardner &
Bloome 4-6-3 Tomato, Herb & Vegetable fertilizer; and a quart of 100% pure worm castings for every
50 square feet of garden space.

References:

* Vertical veg man: how to grow tomatoes successfully

* Tomatoes..How To Get The Most From Your Plants In The Garden!
* Love Apple Farms

« 10 Tips for Growing Great Tomatoes

( www.theguardian.com )

( oldworldgardenfarms.com )

( www.growbetterveggies.com )
( gardening.about.com )

Tomatos - Feeding

Producing better tomato plants is as
simple as picking the perfect soil.
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Crowdsourcing in the Field: A Case Study Using

Local Crowds for Event Reporting

Elena Agapie!, Jaime Teevan?, Andrés Monroy-Hernandez?

"Human Centered Design & Engineering, University of Washington
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Abstract

While crowd work typically involves tasks that performed at any
time and anywhere, some tasks inherently require the physical
presence of workers at a specific time and location. This paper
presents a case study of a hybrid crowdsourcing process that
involves the collaborative production of event reports using a
combination of local and remote workers. The process extends
human computation into the physical world by using local workers
to collect information in person at events and remote workers to
curate the collected information and generate event reports. We
deployed the process at 11 events, employing 84 workers, and
identified the challenges local workers face as constraints in
mobility, time available to perform tasks, unpredictability of
events, and interaction with others. We discuss issues related to
collaboration with remote workers and bias in field reporting, and
conduct a qualitative analysis to make design recommendations for
extending human computation into the physical environment.

Introduction

Mha ot smaniamitsr of  camases A e lr iaavralrran 4aalen 4lad

2Microsoft Research

{teevan, amh}@microsoft.com

decline of news organizations (Snyder & Stromberg 2008,
Pew 2014). We do this by producing crowd-based news
reports (see example snippet in Figure 1) for 11 small, local
events across the United States, including neighborhood
festivals, craft fairs, public lectures, and town hall meetings.
We employed 84 local and remote on-demand workers from
TaskRabbit, oDesk (now UpWork), and event attendees as
volunteers. Applying a general-purpose crowdsourcing
framework by Kittur et al. (2013), we introduce and examine
a crowd work process for local event reporting. We explain
how we map each of the framework’s four components—
workers, work design, workflow, and output—to our local,
situated context.

Our findings reveal four primary insights regarding
hybrid local-and-remote crowdsourcing environments. (1)
Local workers must overcome challenges posed by the
physical environment. These include mobility constraints,
time constraints, and event unpredictability (e.g.,
rescheduling of an event). Each constraint affects the
worker’s preparation time, the number of completed tasks,
and their adaptability to changes in tasks and event
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Guardian: A Crowd-Powered Spoken Dialog System for Web APIs

Ting-Hao (Kenneth) Huang
Carnegie Mellon University
Pittsburgh, PA USA
tinghaoh@cs.cmu.edu

Abstract

Natural language dialog is an important and intuitive
way for people to access information and services.
However, current dialog systems are limited in scope,
brittle to the richness of natural language, and expensive
to produce. This paper introduces Guardian, a crowd-
powered framework that wraps existing Web APIs into
immediately usable spoken dialog systems. Guardian
takes as input the Web API and desired task, and the
crowd determines the parameters necessary to complete
it, how to ask for them, and interprets the responses
from the API. The system is structured so that, over
time, it can learn to take over for the crowd. This hy-
brid systems approach will help make dialog systems
both more general and more robust going forward.

Introduction

Conversational interaction allows users to access computer
systems and satisfy their information needs in an intu-
itive and fluid manner, especially in mobile environments.
Recently, spoken dialog systems (SDSs) have made great
strides in achieving that goal. It is now possible to speak to
computers on the phone via conversational assistants on mo-
bile devices, e.g. Siri, and, increasingly, from wearable de-
vices on which non-speech interaction is limited. However,

Walter S. Lasecki
University of Michigan
Ann Arbor, MI USA
wlasecki@umich.edu

Jeffrey P. Bigham
Carnegie Mellon University
Pittsburgh, PA USA
jbigham@cs.cmu.edu

sourcing to efficiently and cost-effectively enlarge the scope
of existing spoken dialog systems. Furthermore, Guardian
is structured so that, over time, an automated dialog system
could be learned from the chat logs collected by our dialog
system and gradually take over from the crowd.
Web-accessible APIs can be viewed as a gateway to
the rich information stored on the Internet. The Web con-
tains tens of thousands of APIs (many of which are free)
that support access to myriad resources and services. As
of April 2015, ProgrammableWeb! alone contains the de-
scription of more than 13,000 APIs in categories includ-
ing travel (1,073), reference (1,342), news (1,277), weather
(368), health (361), food (356), and many more. These Web
APIs can encompass the common functions of popular exist-
ing SDSs, such as Siri, which is often used to send text mes-
sages, access weather reports, get directions, and find nearby
restaurants. Therefore, if SDSs are able to exploit the rich
information provided by the thousands of available APIs on
the web, their scope would be significantly enlarged.
However, automatically incorporating Web APIs into an
SDS is a non-trivial task. To be useful in an application like
Siri, these APIs need to be manually wrapped into conver-
sational templates. However, these templates are brittle be-
cause they only address a small subset of the many ways
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Augur: Mining Human Behaviors from Fiction to Power
Interactive Systems

Ethan Fast, William McGrath, Pranav Rajpurkar, Michael S. Bernstein
Stanford University
{ethan.fast, wmcgrath, pranavsr, msb} @cs.stanford.edu

ABSTRACT

From smart homes that prepare coffee when we wake, to
phones that know not to interrupt us during important con-
versations, our collective visions of HCI imagine a future in
which computers understand a broad range of human behav-
iors. Today our systems fall short of these visions, however,
because this range of behaviors is too large for designers or
programmers to capture manually. In this paper, we instead
demonstrate it is possible to mine a broad knowledge base of
human behavior by analyzing more than one billion words of
modern fiction. Our resulting knowledge base, Augur, trains
vector models that can predict many thousands of user activ-
ities from surrounding objects in modern contexts: for exam-
ple, whether a user may be eating food, meeting with a friend,
or taking a selfie. Augur uses these predictions to identify ac-
tions that people commonly take on objects in the world and
estimate a user’s future activities given their current situation.
We demonstrate Augur-powered, activity-based systems such
as a phone that silences itself when the odds of you answering
it are low, and a dynamic music player that adjusts to your
present activity. A field deployment of an Augur-powered
wearable camera resulted in 96% recall and 71% precision
on its unsupervised predictions of common daily activities.
A second evaluation where human judges rated the system’s
predictions over a broad set of input images found that 94%
were rated sensible.

0 |.8 billion words Index the extracted

of modern fiction activities

[I] [ﬂ make coffee 2413
turn off alarm 7987

brush teeth 298

0 Find activities with e Connect objects

text mining DSL to activities

“he brushes yellowed teeth”

human = “he” | “she” | “I” alarm (2.0 |@.2| |0.1
np = [DETI? ([ADJ]- [NOUN])+ coffee[0.3| |1.7| 0.0

vp = human ([VERB] [ADP])+ faucet|0.7| |0.3| |1.8

PMI(freq(cooccur(np, vp, 50)) wake make brush
--> “brush”, “teeth” up coffee teeth

Computer vision objects:
faucet, bathrocom, mirror, hand

~
-

Augur’s output:
wash hands, dry hands, brush teeth

'
Figure 1. Augur mines human activities from a large dataset of modern
fiction. Its statistical associations give applications an understanding of
when each activity might be appropriate.

human life. Mark Weiser’s first example scenario of ubiqui-
tous computing, for instance, imagines a smart home that pre-
dicts its user may want coffee upon waking up [27]. Apple’s
Knowledge Navigator similarly knows not to let the user’s
phone ring during a conversation [3]. In science fiction, tech-



Microtasks and Crowdsourcing
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Alloy: Clustering with Crowds and Computation

Joseph Chee Chang, Aniket Kittur, Nathan Hahn
Carnegie Mellon University
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ABSTRACT

Crowdsourced clustering approaches present a promising
way to harness deep semantic knowledge for clustering com-
plex information. However, existing approaches have diffi-
culties supporting the global context needed for workers to
generate meaningful categories, and are costly because all
items require human judgments. We introduce Alloy, a hy-
brid approach that combines the richness of human judg-
ments with the power of machine algorithms. Alloy supports
greater global context through a new “sample and search”
crowd pattern which changes the crowd’s task from classify-
ing a fixed subset of items to actively sampling and query-
ing the entire dataset. It also improves efficiency through a
two phase process in which crowds provide examples to help
a machine cluster the head of the distribution, then classify
low-confidence examples in the tail. To accomplish this, Al-
loy introduces a modular “cast and gather” approach which
leverages a machine learning backbone to stitch together dif-
ferent types of judgment tasks.

Author Keywords

Computer Supported Cooperative Work (CSCW); World
Wide Web and Hypermedia; Database access / Information
Retrieval; Empirical Methods, Quantitative

ACM Classification Keywords
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PHASE A

1. Crowd finds seeds
2. Crowd selects representative clips
3. Machine learns similarity metric

4. Machine clusters easy clips

PHASEB

5. Crowd labels existing clusters

6. Crowd clusters remaining clips
7. Machine re-clusters with all data

MACHINE

Figure 1. A conceptual overview of the system. In the first phase,
crowd workers identify seed clips to train a machine learning model,
which is used to classify the “head” of the distribution. In the second
phase, crowd workers classify the more difficult items in the “tail”. A
machine learning backbone provides a consistent way to connect worker
judgments in different phases.

Doing so involves complex cognitive processing requiring an
understanding of how concepts are related to each other and
learning the meaningful differences among them [2, 24, 29].

Computational tools such as machine learning have made
ereat strides in automating the clustering process [4. 10. 61.



WearWrite: Crowd-Assisted Writing from Smartwatches
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ABSTRACT

The physical constraints of smartwatches limit the range and
complexity of tasks that can be completed. Despite interface
improvements on smartwatches, the promise of enabling pro-
ductive work remains largely unrealized. This paper presents
WearWrite, a system that enables users to write documents
from their smartwatches by leveraging a crowd to help trans-
late their ideas into text. WearWrite users dictate tasks, re-
spond to questions, and receive notifications of major edits
on their watch. Using a dynamic task queue, the crowd re-
ceives tasks issued by the watch user and generic tasks from
the system. In a week-long study with seven smartwatch users
supported by approximately 29 crowd workers each, we val-
idate that it is possible to manage the crowd writing process
from a watch. Watch users captured new ideas as they came to
mind and managed a crowd during spare moments while go-
ing about their daily routine. WearWrite represents a new ap-
proach to getting work done from wearables using the crowd.

Author Keywords
Smartwatches; Wearables; Crowdsourcing; Writing.

ACM Classification Keywords
H.5.m. Info. Interfaces and Presentation (e.g., HCI): Misc

INTRODUCTION
Smartwatches provide immediate access to information from

increases the range of possible interactions, limitations with
input and output continue to inhibit people’s ability to create
new content. Touch-based text input from a watch remains
much slower than it is from other types of devices, and text-
entry alternatives like speech-to-text are error prone. Addi-
tionally, limited output on a watch makes it difficult for users
to understand complex information and presents a challenge
for interface designers who want to provide rich context.

We propose overcoming these limitations by using crowd-
sourcing. While using the crowd to complete complex tasks
like writing is difficult, shepherding the crowd through the
process by providing feedback along the way has been shown
to result in higher-quality outcomes [10]. We hypothesized
that a smartwatch could provide a sufficient and effective in-
terface to orchestrate crowds to create new content, while
crowdsourcing in turn could provide a mechanism to over-
come limitations of the watch and enable a much wider range
of smartwatch interactions than currently possible.

To study this, this paper presents WearWrite, a system that
connects a smartwatch user as the domain expert of a partic-
ular piece of writing with a novice crowd of writers recruited
on demand from Amazon Mechanical Turk. As shown in Fig-
ure 1, WearWrite consists of two key components:

Watch User Interface WearWrite provides the watch user
with a lightweight notification-driven watch interface that
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Abstract

3 While there is a general increase in the global application of wearables technology, the
OrCheStrat] ng the ‘ majority of the world populations are yet to fully embrace these technologies, since large
tasks such as writing use complex user interfaces not practical for small screens. However,
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Introduction

Mobile applications are everywhere! There were 800 apps available when the Apple Store first
opened. As of 2015, there are now over a million apps available for download in the Apple Store
and [insert correct number] apps available for download in the Google Play Store These apps
have transformed smartphones from a niche device to an important (and arguably dominant)
computing platform

Although computing has become more mobile, the way we get apps hasn't changed. When users
recognize that an app is needed, they find and install it, use it, and uninstall it when it is no longer
required. Users have numerous options when it comes to apps. As they are utilizing their mobile
1sers might ne app might be useful in completing a particular tas

orin

completing a task more e y ser can then with relative ease search for, select the most
appropnate app and install it. Uninstalling apps as they are no longer needed requires little by way
of effort. Step-t—Fhe-user-recognizes-thatan-app-is-needed-4

This process works for apps that are needed for short term, immediate use and for apps needed
for long periods of time. It does not work for apps needed once or in very specific situations. ¥The
user may not realize that an app is needed or may not want to clutter the phone with another
INSLallaton -MayNOtwatt-terado-iortiymseiiot e s AHaon-Of- ey -robarapt- b ottt phopet0-
become-eluttered-
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Did you Feel the Vibration? Haptic Feedback Everywhere
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HapTurk: Crowdsourcing Affective Ratings
for Vibrotactile Icons
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Figure 1: In HapTurk, we access large-scale feedback on informational effectiveness of high-fidelity vibrations after translating
them into proxies of various modalities, rendering important characteristics in a crowdsource-friendly way.

ABSTRACT

Vibrotactile (VT) display is becoming a standard component
of informative user experience, where notifications and feed-
back must convey information eyes-free. However, effective
design is hindered by incomplete understanding of relevant
perceptual qualities. To access evaluation streamlining now
common in visual design, we introduce proxy modalities as
a way to crowdsource VT sensations by reliably communi-
cating high-level features through a crowd-accessible chan-
nel. We investigate two proxy modalities to represent a high-
fidelity tactor: a new VT visualization, and low-fidelity vi-
bratory translations playable on commodity smartphones. We

INTRODUCTION

In modern handheld and wearable devices, vibrotactile (VT)
feedback can provide unintrusive, potentially meaningful
cues through wearables in on-the-go contexts [8]. With con-
sumer wearables like Pebble and the Apple Watch featuring
high-fidelity actuators, VT feedback is becoming standard in
more user tools. Today, VT designers seek to provide sen-
sations with various perceptual and emotional connotations
to support the growing use cases for VT feedback (every-
day apps, games, etc.). Although low-level design guidelines
exist and are helpful for addressing perceptual requirements
[5,6,22,32,47], higher-level concerns and design approaches
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ABSTRACT

Developing motivational technology to support long-term be-
havior change is a challenge. A solution is to incorporate
insights from behavior change theory and design technology
to tailor to individual users. We carried out two studies to
investigate whether the processes of change, from the Trans-
theoretical Model, can be effectively represented by motiva-
tional text messages. We crowdsourced peer-designed text
messages and coded them into categories based on the pro-
cesses of change. We evaluated whether people perceived
messages tailored to their stage of change as motivating. We
found that crowdsourcing is an effective method to design
motivational messages. Our results indicate that different mes-
sages are perceived as motivating depending on the stage of
behavior change a person is in. However, while motivational
messages related to later stages of change were perceived as
motivational for those stages, the motivational messages re-
lated to earlier stages of change were not. This indicates that a
person’s stage of change may not be the (only) key factor that
determines behavior change. More individual factors need to
be considered to design effective motivational technology.

Author Keywords

Crowdsonrcing: motivational messaoes: exercise adherence:

their exercising behavior [10]. The potential benefits of moti-
vational applications in healthcare and well-being are tremen-
dous because of the large number of people who can be
reached through mobile technology. This has motivated many
researchers to design and develop motivational technology for
health.

Design challenges

Challenges arise for HCI researchers aiming to design tech-
nology that motivates people to adopt more healthy behaviors
long-term. One of these challenges is the evaluation of moti-
vational technology. Although many HCI researchers aim to
promote long-term behavior change through their technology,
evaluations confirming long-term behavior change are rarely
carried out [17]. Practical limitations (e.g., how to track a
large number of subjects for more than a few months) and
conceptual definitions (e.g., how to measure behavior change,
how many months can be considered ‘long-term’) are some
of the aspects researchers struggle with. Another challenge is
that there is no method available to translate behavior change
theories and models into concrete interaction designs to be
used in practice. Also a challenge is to increase effectiveness
of the motivational technology [33]. One way to increase
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Stage of change scenario

User designed text message

Precontemplation: “Consider a

middle-aged person, with a steady

personal life and solid friend
foundation. This person lacks

regular exercise in his/her daily life

and 1s unwilling to consider
starting with this, at least not
within the next 6 months.”

“You would really feel better
if you started exercising regu-
larly” Self-reevaluation

“Do you really like being a muf-
fin top?” Dramatic relief

“Maybe you can get one of your
friends to work out with you”
Helping relationships

Maintenance: “Consider a
middle-aged person, with a
steady personal life and solid
friend foundation. This person
participates in regular exercise in
his/her daily life, and has been
doing so for an extended period
of time. This person has been
active for more than 6 months.”

“Keep it up!” Self-liberation

“You have really lost a lot of
weight! Keep up the good
work on your exercise!” Re-
inforcement management

“You can spend your time on
more exercises that will re-
move all your stress” Counter-
conditioning
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Driven by the needs of customers and industry, online fashion search and analytics are recently gaining
much attention. As fashion is mostly expressed by visual content, the analysis of fashion images in online
social networks is a rich source of possible insights on evolving trends and customer preferences. Although a
plethora of visual content is available, the modeling of clothes’ physics and movement, the implicit semantics
in fashion designs, and the subjectivity of their interpretation pose difficulties to fully automated solutions
for fashion search and analysis. In this article, we present the design and evaluation of a crowd-powered
system for fashion similarity search from Twitter, supporting trend analysis for fashion professionals. The
system enables fashion similarity search based on specific human-based similarity criteria. This is achieved
by implementing a novel machine—crowd workflow that supports complex tasks requiring highly subjective
judgments where multiple true solutions may coexist. We discuss how this leads to a novel class of crowd-
powered systems for which the output of the crowd is not used to verify the automatic analysis but is the
desired outcome. Finally, we show how this kind of crowd involvement enables a novel kind of similarity
search and represents a crucial factor for the acceptance of system results by the end user.

Categories and Subject Descriptors: H.3.3 [Information Search and Retrieval]: Clustering
General Terms: Design, Algorithms, Performance

Additional Key Words and Phrases: Real-time crowd, social multimedia retrieval, similarity dimensions,
fashion search, crowdsourcing, interactive systems, human-machine cooperation
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Pay It Backward: Per-Task Payments on
Crowdsourcing Platforms Reduce Productivity

Kazushi Ikeda
KDDI R&D Laboratories, Inc.
Fujimino, Japan
kz-ikeda@kddilabs.jp

ABSTRACT

Paid crowdsourcing marketplaces have gained popularity
by using piecework, or payment for each microtask, to
incentivize workers. This norm has remained relatively
unchallenged. In this paper, we ask: is the pay-per-task
method the right one? We draw on behavioral economic
research to examine whether payment in bulk after every
ten tasks, saving money via coupons instead of earning
money, or material goods rather than money will increase
the number of completed tasks. We perform a twenty-day,
between-subjects field experiment (N=300) on a mobile
crowdsourcing application and measure how often workers
responded to a task notification to fill out a short survey
under each incentive condition. Task completion rates
increased when paying in bulk after ten tasks: doing so
increased the odds of a response by 1.4x, translating into
8% more tasks through that single intervention. Payment
with coupons instead of money produced a small negative
effect on task completion rates. Material goods were the
most robust to decreasing participation over time.

Author Keywords
Crowdsourcing; incentives; motivation, crowd work.

ACM Classification Keywords
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[3] and Clickworker adopting the same model. Researchers
have largely focused their investigations within this model,
for example finding that higher payment leads workers to
complete more tasks [26] and that incentivizing agreement
with other workers has no impact on accuracy [34].

In this paper, we ask: is piecework payment a well-
grounded approach? We draw on the behavioral economics
literature to suggest several alternatives. First, goal-setting
experiments have established that specific, ambitious goals
lead to higher task performance than general, easy goals
[24], in part because people wish to avoid losing funds or
effort that they have already invested [6]. Second, not all
payments must come as earnings: coupons can also attract
participation [18]. So, discounting the cost of a necessity
such as a monthly phone bill may be a viable alternative to
traditional payment schemes. Third, material goods (e.g.,
catalog gifts) can also function as incentives [31]. Might
crowdsourcing markets offer material goods as an
alternative to cash? These investigations can challenge the
default design of crowdsourcing marketplaces.

The present study aims to examine whether these alternate
incentive  approaches 1mplied by economic and
psychological theory result in higher performance. It
measures the likelihood of responding to time-limited
mobile crowdsourcing tasks under incentive conditions that
(1) reward per task vs. reward in bulk only after ten tasks
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ABSTRACT

It is well established that delays in system response time
negatively impact productivity, error rates and user
satisfaction. What is less clear is the degree to which these
effects deter users from engaging with a system. Usability
guidelines provide rough response time targets for
minimizing these effects across various types of
interactions. However, developers faced with technical
limitations or cost constraints that prevent them from
meeting such targets are given no data with which to
estimate the impact that system response delays will have
on user engagement. In this work, we demonstrate a
methodology for using crowd sourcing platforms to
examine (1) the relative impacts of different delay types
and (2) the effects of marginal changes in system response
times. We compare two common network delay types,
those caused by limited bandwidth (increased download
times) and those caused by network latency (lag in
responsiveness), and present how these delays reduce
engagement in the context of a crowd sourced image
classification task. Furthermore, we model how financial
incentives interact with system response delays to impact
user engagement. Finally, we show how such models can
be used to optimize the cost of system design choices.
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System Response Delays; Usability; Crowd Sourcing
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Carnegie Mellon
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delays are often an unpredictable side effect produced by a
combination of limited computational resources [4], greedy
application processes [30], and the physical limits of
information transfer.

Understanding how users are affected by system response
delays has long been a topic of interest in HCI. Most work
related to system response delays can be traced back to
Robert Miller’s seminal work on the matter in 1968 [21].
Following Miller’s suggestions, human factors research put
many of his assertions to the test and gained empirical
results correlating system response delays with increases in
error rates and decreases in productivity and user
satisfaction [6,8,9,10,16,32,33].

Over the years, the findings from these studies have been
codified into rules of thumb for interaction designers.
Usability textbooks vary, but response time guidelines
generally offer the advice that one or two seconds “seems
appropriate for many tasks” [31], whereas response times
under 0.1 second will seem as though “the system is
reacting instantaneously” [24]. While these texts do make it
clear that these heuristics do not apply in all cases, they do
not offer much advice for determining specific system
response time requirements for an application beyond
“measuring productivity, errors, and the cost of providing
short response times” [31].
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Is there a Doctor in the Crowd? Diagnosis Needed! (for less than $5)

James Cheng!, Monisha Manoharan?, Matthew Lease!, and Yan Zhang!
1School of Information and ?Department of Computer Science
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Abstract

We investigate the feasibility of crowd-based medical diagnosis by posting medical cases on a variety
of crowdsourcing platforms: general and specialized volunteer question answering sites, and pay-based
Mechanical Turk (MTurk) and oDesk. To assess the crowd’s ability to diagnose cases of varying difficulty,
three sets of medical cases are considered. While volunteer channels proved ineffective for us, we discuss
design limitations and opportunities for improvement. In contrast, Mechanical Turk workers without
medical training not only correctly diagnosed easy cases, but also a previously unsolved case from CrowdMed
involving extensive patient details. Likely due to varying expertise, MTurk workers and oDesk health
professionals also differed in their willingness to provide uncertain diagnoses, diagnosis rationales, and
reliance on personal experience with a disease to diagnose it.

Keywords: crowdsourcing; human computation; Mechanical Turk; medical and health support

Copyright: Copyright is held by the authors.

Research Data: Available online at: https://www.ischool.utexas.edu/~ml/data

Contact: Matthew Lease <ml@utexas.edu>

1 Introduction

Medical diagnosis is a central component of physician competence, with mastery as a major objective of
medical education (Elstein, 1978; Norman, 2005). It is widely recognized that diagnosing is highly individual,
dependent on physicians’ perceived difficulty of a particular case and their relevant domain knowledge (Elstein,
2002). As a result, health consumers in practice often choose to seek additional opinions from other providers.

Health 2.0 (or participatory health) is a growing movement toward use of Internet technologies
for personalized health-care (Swan, 2012). Specialized social networks for consumer health have become
particularly popular, allowing people to ask questions about their health problems and receive feedback from
others with similar symptoms or medical specialists. As a result, the pool from which consumers can seek
“second opinions” has been drastically expanded. At present, 35% of adults in the U.S.A. have gone online to
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Abstract

The relationship between team size and productivity is a question of broad relevance across
economics, psychology, and management science. For complex tasks, however, where
both the potential benefits and costs of coordinated work increase with the number of work-
ers, neither theoretical arguments nor empirical evidence consistently favor larger vs.
smaller teams. Experimental findings, meanwhile, have relied on small groups and highly
stylized tasks, hence are hard to generalize to realistic settings. Here we narrow the gap
between real-world task complexity and experimental control, reporting results from an
online experiment in which 47 teams of size ranging from n = 1 to 32 collaborated on a real-
istic crisis mapping task. We find that individuals in teams exerted lower overall effort than
independent workers, in part by allocating their effort to less demanding (and less produc-
tive) sub-tasks; however, we also find that individuals in teams collaborated more with
increasing team size. Directly comparing these competing effects, we find that the largest
teams outperformed an equivalent number of independent workers, suggesting that gains
to collaboration dominated losses to effort. Importantly, these teams also performed compa-
rably to a field deployment of crisis mappers, suggesting that experiments of the type
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ABSTRACT

Diversifying participation in crowd work can benefit the
worker and requester. Increasing numbers of older adults are
online, but little is known about their awareness of or how
they engage in mainstream crowd work. Through an online
survey with 505 seniors, we found that most have never
heard of crowd work but would be motivated to complete
tasks by earning money or working on interesting or
stimulating tasks. We follow up results from the survey with
interviews and observations of 14 older adults completing
crowd work tasks. While our survey data suggests that
financial incentives are encouraging, in-depth interviews
reveal that a combination of personal and social incentives
may be stronger drivers of participation, but only if older
adults can overcome accessibility issues and understand the
purpose of crowd work. This paper contributes insights into
how crowdsourcing sites could better engage seniors and
other users.

Author Keywords
Crowdsourcing; motivation; older adults; online work.

ACM Classification Keywords
H.5.m. Information interfaces and presentation (HCI): Misc.

INTRODUCTION

Crowd work 1s an emerging form of digital labor in which
many workers complete small microtasks online for various
requesters. Crowd work arrangements are established

merrie(@microsoft.com

ampiper@northwestern.edu

work tend to be in young or middle adulthood [13,20,35].
Indeed, most research on crowd work focuses on this
demographic, resulting in a gap in our understanding of why
older people may or may not engage in crowd work. On
Amazon’s Mechanical Turk, a popular crowdsourcing
platform for non-experts, the average worker age is 30 years
old [35]. Additionally, of a 1000 participant sample in a
study which sought to understand the demographics on
AMT, only 2.8% were over the age of 60 [20]. While nearly
60% of older adults in the U.S. are now online [39], only 5%
of workers are over 60 years old on CrowdFlower, whereas
more than 50% of'its contributors are under 30 years old [13].
Although prior work examined specialized crowdsourcing
platforms for older adults (e.g., [25]), it is important to
understand why older adults are participating so minimally
on non-specialized (or general-purpose) crowd work
platforms that dominate the marketplace (e.g., AMT).
Towards this end, the present paper contributes new insights
on issues of inclusion, accessibility, and older adults' values
around participating in crowd work.

Engaging older adults in crowd work may hold value both
from a worker perspective and from a platform/requestor
perspective. Recent work by Zyskowski et al. [45] suggests
that people with disabilities (a group that tends to include
many older adults) find crowd work an appealing form of
employment due the scheduling and location flexibility it
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ABSTRACT

Since its inception, crowdsourcing has been considered a
black-box approach to solicit labor from a crowd of work-
ers. Furthermore, the “crowd” has been viewed as a group
of independent workers dispersed all over the world. Re-
cent studies based on in-person interviews have opened up
the black box and shown that the crowd is not a collection
of independent workers, but instead that workers commu-
nicate and collaborate with each other. Put another way,
prior work has shown the existence of edges between work-
ers. We build on and extend this discovery by mapping
the entire communication network of workers on Amazon
Mechanical Turk, a leading crowdsourcing platform. We ex-
ecute a task in which over 10,000 workers from across the
globe self-report their communication links to other work-
ers, thereby mapping the communication network among
workers. Our results suggest that while a large percent-
age of workers indeed appear to be independent, there is a
rich network topology over the rest of the population. That
is, there is a substantial communication network within the
crowd. We further examine how online forum usage relates
to network topology, how workers communicate with each
other via this network, how workers’ experience levels relate
to their network positions, and how U.S. workers differ from
international workers in their network characteristics. We
conclude by discussing the implications of our findings for
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questers use an API provided by the platform to post tasks
for workers to complete. Workers can then browse avail-
able tasks and choose which tasks to perform in exchange
for prespecified payments. The platform’s API defines the
communication protocol between a requester and the work-
ers. By design, it hides personal attributes of workers, such
as age, gender, and ethnicity, from the requester. Similarly,
the API hides social characteristics of workers such as how
many friends they have who also do crowdwork or if they
are currently working on a task with other workers. In fact,
Mechanical Turk does not ask workers about their personal
characteristics and does not have access to social charac-
teristics or any details of worker communication that takes
place off the platform. Without this information, requesters
may come to view workers as simply a black box method to
accomplish tasks. In light of this, it is not surprising that
crowds are often seen as groups of independent workers, with
little attention paid to the connections between them.

This notion of crowds as independent workers was recently
dispelled by Gray et al. [6], who opened up the black box
and showed that workers are not independent but rather
connected through social ties. Through a mix of ethno-
graphic fieldwork, in-person interviews, surveys, and large
scale data analyses of four different crowdsourcing platforms,
they showed that workers collaborate with one another to
meet social and technical needs left wanting by the crowd-
sourcing platforms studied. More specifically, they showed
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ABSTRACT

Online crowd labor markets often address issues of risk and
mistrust between employers and employees from the
employers’ perspective, but less often from that of
employees. Based on 437 comments posted by crowd
workers (Turkers) on the Amazon Mechanical Turk (AMT)
participation agreement, we identified work rejection as a
major risk that Turkers experience. Unfair rejections can
result from poorly-designed tasks, unclear instructions,
technical errors, and malicious Requesters. Because the
AMT policy and platform provide little recourse to Turkers,
they adopt strategies to minimize risk: avoiding new and
known bad Requesters, sharing information with other
Turkers, and choosing low-risk tasks. Through a series of
ideas inspired by these findings—including notifying
Turkers and Requesters of a broken task, returning rejected
work to Turkers for repair, and providing collective dispute
resolution mechanisms—we argue that making reducing
risk and building trust a first-class design goal can lead to
solutions that improve outcomes around rejected work for
all parties in online labor markets.

Author Keywords
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ACM Classification Keywords
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INTRODUCTION

ambiguous [4, 16, 41]. These conditions raise concerns
about fairness [27] and abuse [44].

These concerns are exacerbated by AMT’s hands-off
approach to the labor market. AMT’s participation
agreement' classifies Turkers as independent contractors,
free to accept any task they qualify for (§3b). At the same
time, Requesters have the right to reject a Turker’s
completed work without payment (§3a) while AMT,
providing only the venue for an exchange (§2), is not
involved in resolving any labor disputes (§3f). When a
Turker’s work is rejected, the result is lost pay, time, and
reputation, and AMT’s stance gives workers little recourse.
These policies, and other aspects of the AMT platform we
detail below, make the practice of crowd working risky.

In this paper, we focus on how Turkers manage the risks of
rejected work. Based on 1,092 comments collected during
an experiment asking Turkers to comment on Turker-
relevant aspects of the AMT participation agreement, we
identified 437 that dealt with challenges, experiences, and
practices around the risk of work rejection. Although
respondents realize that some work is legitimately rejected,
many rejections are seen as unfair. Problems with task
clarity, design, and implementation can lead to rejections;
many rejections include little rationale, some rejections
seem arbitrary or malicious. No matter what the reason,
Requesters are often non-responsive to Turkers who
question the rejections—a position they can adopt because
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Accounting for Market Frictions and Power Asymmetries
in Online Labor Markets

Sara Constance Kingsley,* Mary L. Gray and Siddharth Suri

Amazon Mechanical Turk (AMT) is an online labor market that defines itself as “a marketplace for
work that requires human intelligence.” Early advocates and developers of crowdsourcing platforms
arqued that crowdsourcing tasks are designed so people of any skill level can do this labor online.
However, as the popularity of crowdsourcing work has grown, the crowdsourcing literature has
identified a peculiar issue: that work quality of workers is not responsive to changes in price. This
means that unlike what economic theory would predict, paying crowdworkers higher wages does not
lead to higher quality work. This has led some to believe that platforms, like AMT, attract poor
quality workers. This article examines different market dynamics that might, unwittingly,
contribute to the inefficiencies in the market that generate poor work quality. We argue that the
cultural logics and socioeconomic values embedded in AMT's platform design generate a greater
amount of market power for requesters (those posting tasks) than for individuals doing tasks for pay
(crowdworkers). We attribute the uneven distribution of market power among participants to labor
market frictions, primarily characterized by uncompetitive wage posting and incomplete informa-
tion. Finally, recommendations are made for how to tackle these frictions when contemplating the
design of an online labor market.

KEY WORDS: market friction, crowdsourcing, quality, Amazon Mechanical Turk, imperfect
competition, online labor markets

Introduction

Crowdsourcing is task-orientated labor distributed online through an open
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Abstract

Volunteer-based crowdsourcing depend critically
on maintaining the engagement of participants. We
explore a methodology for extending engagement
in citizen science by combining machine learn-
ing with intervention design. We first present
a platform for using real-time predictions about
forthcoming disengagement to guide interventions.
Then we discuss a set of experiments with deliver-
ing different messages to users based on the prox-
imity to the predicted time of disengagement. The
messages address motivational factors that were
found in prior studies to influence users’ engage-
ments. We evaluate this approach on Galaxy Zoo,
one of the largest citizen science application on the
web, where we traced the behavior and contribu-
tions of thousands of users who received interven-
tion messages over a period of a few months. We
found sensitivity of the amount of user contribu-
tions to both the timing and nature of the message.
Specifically, we found that a message emphasiz-
ing the helpfulness of individual users significantly
increased users’ contributions when delivered ac-
cording to predicted times of disengagement, but
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Paid crowdsourcing platforms such as Amazon mechan-
ical Turk or CrowdFlower incentivize workers to remain
active and to make high quality contributions with mone-
tary incentives [Ipeirotis, 2010; Horton and Chilton, 2010;
Tran-Thanh et al., 2015]. In contrast, volunteer-based plat-
forms rely on intrinsically motivated participants who do not
get paid for their contributions. While some volunteers may
become recurrent contributors, the vast majority of volunteer
participants are “dabblers” [Eveleigh et al., 2014], who make
a small number of contributions before disengaging and never
returning. Despite this casual and non-committed participa-
tion pattern, dabblers contribute a substantial amount of the
overall effort in these platforms. Even a small increase in the
contribution rates of these users can lead to a significant im-
provement in productivity for the platform.

‘We report on a study of intervention strategies aimed at in-
creasing engagement in volunteer-based crowdsourcing. We
employ machine learning to build predictive models that can
be used in real time to identify users who are at risk for dis-
engaging soon from the system. We describe a real-time plat-
form that uses predictions of disengagement to guide the de-
livery of messages designed to increase users’ motivation to
contribute. The approach addresses two key challenges of
intervention design: First, we evaluate different intervention
strategies with respect to balancing the potential disruption
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Abstract

Vast records of our everyday interests and concerns are being generated by our frequent
interactions with the Internet. Here, we investigate how the searches of Google users vary
across U.S. states with different birth rates and infant mortality rates. We find that users in
states with higher birth rates search for more information about pregnancy, while those in
states with lower birth rates search for more information about cats. Similarly, we find that
users in states with higher infant mortality rates search for more information about credit,
loans and diseases. Our results provide evidence that Internet search data could offer new
insight into the concerns of different demographics.

Introduction
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ABSTRACT

Expert crowdsourcing marketplaces have untapped potential
to empower workers’ career and skill development. Cur-
rently, many workers cannot afford to invest the time and sac-
rifice the earnings required to learn a new skill, and a lack
of experience makes it difficult to get job offers even if they
do. In this paper, we seek to lower the threshold to skill de-
velopment by repurposing existing tasks on the marketplace
as mentored, paid, real-world work experiences, which we
refer to as micro-internships. We instantiate this idea in Ate-
lier, a micro-internship platform that connects crowd interns
with crowd mentors. Atelier guides mentor—intern pairs to
break down expert crowdsourcing tasks into milestones, re-
view intermediate output, and problem-solve together. We
conducted a field experiment comparing Atelier’s mentorship
model to a non-mentored alternative on a real-world program-
ming crowdsourcing task, finding that Atelier helped interns
maintain forward progress and absorb best practices.

Author Keywords
crowdsourcing; crowd work; micro-internships
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Figure 1. Atelier connects crowd workers (interns) with others on the
crowdsourcing marketplace who have experience with a skill (mentors).
It then facilitates a short micro-internship as the intern completes a
real-world task from the marketplace under the tutelage of the mentor.
(1) Requesters post a task, then (2) choose a mentor who breaks down
the task into milestones. (3) Intern works on the job while receiving
feedback and guidance from the mentor, and finally (4) submits the final
product to the mentor, who reviews it and submits it to the requester.

marketplaces as places to seek temporary jobs for their pre-
existing gkills rather than as vennes for lono-term career de-
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ABSTRACT

We explore how crowdworkers can be trained to tackle com-
plex crowdsourcing tasks. We are particularly interested in
training novice workers to perform well on solving tasks in
situations where the space of strategies is large and workers
need to discover and try different strategies to be successful.
In a first experiment, we perform a comparison of five differ-
ent training strategies. For complex web search challenges,
we show that providing expert examples is an effective form
of training, surpassing other forms of training in nearly all
measures of interest. However, such training relies on ac-
cess to domain expertise, which may be expensive or lacking.
Therefore, in a second experiment we study the feasibility of
training workers in the absence of domain expertise. We show
that having workers validate the work of their peer workers
can be even more effective than having them review expert
examples if we only present solutions filtered by a thresh-
old length. The results suggest that crowdsourced solutions
of peer workers may be harnessed in an automated training
pipeline.

Author Keywords
crowdsourcing; worker training; worked examples; peer
review; education; web search
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solve [13, 5, 3, 14, 30]. However, such task decomposition
requires the careful design and engineering of task-specific
workflows. We investigate the less-studied case of crowd-
sourcing tasks that cannot be decomposed in a straightfor-
ward manner. Specifically, we consider the class of complex
problem solving tasks that satisfy the following three prop-
erties: (1) there is a large space of potential strategies that
workers can use to solve the tasks, (2) workers have the ca-
pacity to solve the tasks by discovering and trying different
strategies, and yet (3) a significant proportion of unskilled
workers are unable to solve these tasks with high accuracy.
We address the prospect of extending the reach of crowd-
sourcing to these complex problem solving tasks by exploring
methods for training unskilled workers to solve these tasks
with higher accuracy.

Little is known about how to optimally train crowdworkers to
perform complex tasks in a cost-effective way. Experts may
be unavailable or unwilling to invest time into training crowd-
workers and, in many cases, requesters themselves do not un-
derstand how to solve their complex tasks let alone how to
train others to solve them. Furthermore, there may be a large
continuum of possible strategies for solving these problems,
with different strategies being optimal in different instances
of the task. The strategies used to solve the task may also
need to change over time (e.g, to detect web spam, workers
need to adapt to adversarial shifts in spammer strategies over
time). As such. it can be unwieldv. if not impossible. to write
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ABSTRACT

Crowd work provides solutions to complex problems
effectively, efficiently, and at low cost. Previous research
showed that feedback, particularly correctness feedback can
help crowd workers improve their performance; yet such
feedback, particularly when generated by experts, is costly
and difficult to scale. In our research we investigate
approaches to facilitating continuous observational learning
in crowdsourcing communities. In a study conducted with
workers on Amazon Mechanical Turk, we asked workers to
complete a set of tasks identifying nutritional composition
of different meals. We examined workers” accuracy gains
after being exposed to expert-generated feedback and to
two types of peer-generated feedback: direct accuracy
assessment with explanations of errors, and a comparison
with solutions generated by other workers. The study
further confirmed that expert-generated feedback 1s a
powerful mechanism for facilitating learning and leads to
significant gains in accuracy. However, the study also
showed that comparing one’s own solutions with a variety
of solutions suggested by others and their comparative
frequencies leads to significant gains in accuracy. This
solution is particularly attractive because of its low cost,
minimal impact on time and cost of job completion, and
high potential for adoption by a variety of crowdsourcing
platforms.

Author Keywords

computing are beyond doubt: it provides solutions to
complex problems effectively, efficiently, and at low cost.
Crowd computing 1s particularly effective for completing
tasks that require human perception, judgment and common
sense. Such tasks are frequently beyond the reach of
computers, yet they can be solved with little effort by
people. Crowd computing is less commonly used for tasks
that require special knowledge and skills, such as visual
design, coding and programming, and nutritional
assessment of meals. Tasks like these typically require both
domain and discipline-specific knowledge, as well as
awareness of social norms, practices, and conventions
related to these disciplines. One approach to enabling
crowdsourcing for these tasks is through expert-based
communities, such as 99design.com that focuses on graphic
design. However, these specialized communities might
present high entry barriers for crowd workers. An attractive
alternative to searching for existing expertise is to develop
mechanisms for training crowd workers on the job and
helping them acquire the necessary knowledge and skills.
This approach would benefit the requesters, who could
receive higher quality solutions. In addition, it would
benefit the workers and allow them to acquire and develop
new skills, grow expertise and, potentially, advance their
careers [14].

For crowdsourcing tasks that rely on general human
ahilities and common <ense (such as writine nroduet
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Abstract

While recent work has shown that a worker’s performance
can be more accurately modeled by temporal correlation in
task performance, a fundamental challenge remains in the
need for expert gold labels to evaluate a worker’s perfor-
mance. To solve this problem, we explore two methods of uti-
lizing limited gold labels, initial training and periodic updat-
ing. Furthermore, we present a novel way of learning a pre-
diction model in the absence of gold labels with uncertainty-
aware learning and soft-label updating. Our experiment with
a real crowdsourcing dataset demonstrates that periodic up-
dating tends to show better performance than initial training
when the number of gold labels are very limited (< 25).

Keywords: crowdsourcing, human computation, predic-
tion, uncertainty-aware learning, time-series modeling

Introduction

While crowdsourcing offers a cost-efficient and scalable
method to collect human labels via the Internet, the qual-
ity of work performed by the crowd can greatly vary across
individuals, which risks compromising overall data quality.
As in traditional employment, a common management strat-
egy is to evaluate the performance of each worker on a regu-
lar basis, enabling use of various carrots (e.g., performance-

all examples have known gold labels readily available to im-
mediately evaluate each worker response as it arrives. Of
course, if we already had gold labels in-hand for all exam-
ples, there would be no need for collecting additional labels
from the crowd.

A common alternative strategy is to ask multiple work-
ers to answer the same question, aggregate responses, and
then evaluate each individual’s agreement with the aggre-
gate. This poses a fundamental tradeoff in plurality: asking
more workers to answer the same question increases aggre-
gate accuracy at the cost of increased redundancy. Also, un-
like use of expert gold, it cannot safeguard against system-
atic crowd bias or crowd collusion. Most pertinent in this
work, this strategy is difficult to employ in an online setting
because it is unrealistic to assume that all workers assigned a
given example will label it at the same time, or that a worker
would happily wait for all others to complete the task before
anyone could proceed to the next task (Jung 2014).

We consider how to best estimate a temporal model of
worker performance when supervision is more realistically
limited. Intuitively, if we have only a smaller sample of gold
questions with which to check worker correctness, our esti-
mate of worker accuracy will have larger variance (i.e., in-
creased uncertainty).

Maothadalaas Tha cnlua thic nrahlam vra avnlara haar tn



10 May 2016

Looking Ahead

Multi-layer crowdsourcing and human computation

38



e bt e SRR Gl | ¢ SRy atni
Killer | whales | are | beautiful | animals |. I remember | seeing

okl T | el | TR at Rl R e
these | huge |. smooth |. |black land |white | creatures jumping

Bk ol W W 4 Bk TadR | w8 W

high |into | the air at Sea | World . | as|a  kid |

Greg Little, Lydia B. Chilton, Max Goldman, and Robert C. Miller. "Exploring
iterative and parallel human computation processes." In Proceedings of the
ACM SIGKDD workshop on human computation, pp. 68-76. ACM, 2010.




Customer Reviews
AR KR 18

3.8 outof 5 stars ~

5 star 1 28% Share your thoughts with other customers
4 star 39%

3star [ | 22% Write a customer review

2star | 1%

1 star 0%

See all 18 customer reviews »

Top Customer Reviews

Yrirvr7777 Read the 1/5 about deliberation, leave the rest.

By Review Guy on June 13, 2007

Format: Hardcover | Verified Purchase

In the 1960's, legal scholars discovered what the rest of us always knew: that pure legal scholarship is really, really boring. Law and economics demonstrated that a multidisciplinary
approach could breath fresh life into the corpse of law. Then, suddenly, all the rock star law professors were interdisciplinarians. And along with this devaluation of pure legal thought
came a general loss of intellectual rigor. By the 1990Q's, celebrity law professors were becoming like journalists with really good grades, each writing outside of his or her area of
competence with an astonishing self-confidence. Richard Posner, who was on relatively solid ground in economics, crowned himself an expert on military intelligence. Lawrence Lessig
wrote a whole series of books without any thesis or logical argument. And this new breed of scholar seemed to be in a race to publish as much as possible as quickly as possible,
without regard for quality.

| have always thought that Cass Sunstein epitomizes the worst of this trend. He seems to rush a book into print every six months, and with each new work drifts further and further
away from "law." But after hearing him on Russ Roberts' fantastic EconTalk podcast, | was genuinely dying to read this book. The topics chosen are all fascinating, and no one has
really treated them all under one roof before.

The problem is that, once again, Sunstein has given short shrift to these topics. All of them, with the exception of group deliberation, has been covered better elsewhere. Where
Sunstein is not stealing the limelight from people like Robin Hanson (prediction markets) he is rehashing the pop science books of people like James Surowieki (statistical group
judgments). Read more »

Comment 43 people found this helpful. Was this review helpful to you? | Yes || No | Report abuse

Yo s Complements Wikinomics, Solid but Incomplete
By Robert David STEELE Vivas HALL OF FAME TOP 1000 REVIEWER on January 17, 2007

Format: Hardcover | Verified Purchase
| was initially disappointed, but adjusted my expectations when | reminded myself that the author is at root a lawyer. The bottom line on this book is that it provided a very educated and
well-footnoted discourse the nature and prospects for group deliberation, but there are three *huge* missing pieces:

1) Education as the necessary continuous foundation for deliberation

2) Collective Intelligence as an emerging discipline (see the Innovators spread sheet at Earth Intelligence Network); and
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ABSTRACT

Mechanical Turk provides an on-demand source of human
computation. This provides a tremendous opportunity to
explore algonthms which incorporate human computation
as a function call. However, various systems challenges
make this difficult in practice, and most uses of Mechanical
Turk post large numbers of independent tasks. TurKit 15 a
toolkit for prototyping and exploring truly algorithmic hu-
man computation, while mamtaimng a straight-forward
imperative programming style. We present the crash-and-
rerun programming model that makes TurkKit possible,
along with a vanety of applications for human computation
algonthms. We also present a couple case studies of TurKit
used for real experiments outside our lab.

ACM Classification: H5.2 [Information interfaces and
presentation]: User Interfaces. - Prototyping.

General terms: Algonthms, Design, Experimentation

Keywords: Human computation, Mechanical Turk, toolkt
INTRODUCTION

Amazon's Mechameal Turk (MTurk) 15 a2 nooular weh ser-

Copyright 2011 Haym"Hirsh

*University of Washington
hmslydiaf@es.washington.edu

ideas = []
for (var L = 8; i < 5; i++) {
idea =
"What®s fun to see in Mew York City?
Ideas so far: " + ideas.jein(", "))
ideas.push(idea)

}

ideas.sort({function (a, b) {
v = mturk.vote| “linich is better?”, [a, 5]}

return v == 3 2 =1 : 1

)

Figure 1: Naturally, a programmer wants to write an
algorithm to help them visit New York City. Turkit
lets them use Mechanical Turk as a function call to
generate ideas and compare them.

general, this paper considers human computation algo-
rithms, where an algornthm coordinates the contributions of
humans toward some goal.
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ABSTRACT

Some quaries cannol be ansgwerad by machines only. Processing
such queries requings human input for providing information that 15
missing from the database, for performing computationally difficult
functions, and for matching, ranking, or aggragating results based
on fuzzy criteria. CrowdDB uses human input via crowdsourcing
o process queries that neither database systems nor search engines
can adequately answear. It uses SQL both as a languags for pos-
ing complex queries and as a way to model data. While CrowdDB
laverages many aspecis of traditional database sysiams, there are
also imporiant differences. Conceptually, a major change is that
the traditional closed-world assumption for guery processing does
not hold for human input. From an implamentation perspectiva,
human-orientad query opérators are needed o solicit, integrate and
cleanze crowdsourced data. Furthermaore, performance and cost da-
pend on a number of new factors including worker affinity, train-
ing, fatigue, motivation and location. We describe the design of
CrowdDB, report on an initial set of axperiments using Amazon
Mechanical Turk, and outling important avenues for future work in
the developmeant of crowdsourcad query processing sysiams.

Reynold Xin
ANPLab, UC Berkeley

rxin@cs.berkeley.edu

assumpiions about the correciness, completeness and unambiguity
of the data they store. When these assumptions fail to hold, rela-
tional systems will return incorrect or incomplei answers (o user
guestions, if thay raturn any answers at all.

1.1 Power to the People

One obvious situation whers existing sysiems produce wrong an-
swers is when they are missing information requirad for answering
the question. For example, the guery:

" g

BELECT market_capitalization FROM compan

WHERE nams = "I.B.M.";

will retum an ampty answer if the company table instance in the
database at that time does not contain a record for “LB.M.. OF
course, in reality, thers are many reasons why such a record may be
missing. For example, a data entry mistake may have omitted the
L.LB.M. record or the record may have been inadvertently delsted.
Another possibility is that the record was entered incorrectly, say,
as "LE.NT

Traditional systems can erron2ously refurn an empty result aven

Copyright 2011 Haym Hirsh
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CREATE TABLE picture (

p IMAGE,
subject STRING
) ;
SELECT p FROM picture
WHERE subject = "Golden Gate Brildge"

ORDER BY CROWDORDER (p,
"Which picture visualizes better %subject");

Copyright 2011 Haym Hirsh
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PPLib: Toward the Automated Generation of Crowd Computing
Programs Using Process Recombination and Auto-Experimentation

PATRICK M. DE BOER and ABRAHAM BERNSTEIN, University of Zurich

Crowdsourcing is increasingly being adopted to solve simple tasks such as image labeling and object tagging,
as well as more complex tasks, where crowd workers collaborate in processes with interdependent steps. For
the whole range of complexity, research has yielded numerous patterns for coordinating crowd workers in
order to optimize crowd accuracy, efficiency, and cost. Process designers, however, often don’t know which
pattern to apply to a problem at hand when designing new applications for crowdsourcing.

In this article, we propose to solve this problem by systematically exploring the design space of complex
crowdsourced tasks via automated recombination and auto-experimentation for an issue at hand. Specifically,
we propose an approach to finding the optimal process for a given problem by defining the deep structure of the
problem in terms of its abstract operators, generating all possible alternatives via the (re)combination of the
abstract deep structure with concrete implementations from a Process Repository, and then establishing the
best alternative via auto-experimentation.

To evaluate our approach, we implemented PPLib (pronounced “People Lib”), a program library that al-
lows for the automated recombination of known processes stored in an easily extensible Process Repository.
We evaluated our work by generating and running a plethora of process candidates in two scenarios on
Amazon’s Mechanical Turk followed by a meta-evaluation, where we looked at the differences between the
two evaluations. Our first scenario addressed the problem of text translation, where our automatic recom-
bination produced multiple processes whose performance almost matched the benchmark established by an
expert translation. In our second evaluation, we focused on text shortening; we automatically generated
41 crowd process candidates, among them variations of the well-established Find-Fix-Verify process. While
Find-Fix-Verify performed well in this setting, our recombination engine produced five processes that repeat-
edly yielded better results. We close the article by comparing the two settings where the Recombinator was
used, and empirically show that the individual processes performed differently in the two settings, which
led us to contend that there is no unifying formula, hence emphasizing the necessity for recombination.

CCS Concepts: ®© Human-centered computing -~ Human computer interaction (HCI); Computer
supported cooperative work; Collaborative content creation; Open source software

Additional Key Words and Phrases: Human computation algorithms

ACM Reference Format:
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7, 4, Article 49 (April 2016), 20 pages.
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Modeling, Enacting, and Integrating Custom Crowdsourcing
Processes

STEFANO TRANQUILLINI, FLORIAN DANIEL, PAVEL KUCHERBAEYV,
and FABIO CASATI, University of Trento, Italy

Crowdsourcing (CS) is the outsourcing of a unit of work to a crowd of people via an open call for contributions.
Thanks to the availability of online CS platforms, such as Amazon Mechanical Turk or CrowdFlower, the
practice has experienced a tremendous growth over the past few years and demonstrated its viability in
a variety of fields, such as data collection and analysis or human computation. Yet it is also increasingly
struggling with the inherent limitations of these platforms: each platform has its own logic of how to
crowdsource work (e.g., marketplace or contest), there is only very little support for structured work (work
that requires the coordination of multiple tasks), and it is hard to integrate crowdsourced tasks into state-
of-the-art business process management (BPM) or information systems.

We attack these three shortcomings by (1) developing a flexible CS platform (we call it Crowd Computer,
or CC) that allows one to program custom CS logics for individual and structured tasks, (2) devising a
BPMN-based modeling language that allows one to program CC intuitively, (3) equipping the language with
a dedicated visual editor, and (4) implementing CC on top of standard BPM technology that can easily be
integrated into existing software and processes. We demonstrate the effectiveness of the approach with a
case study on the crowd-based mining of mashup model patterns.

Categories and Subject Descriptors: H.3.5 [Information Systems]: Online Information Services—Web-

based services; H.4.1 [Information Systems]: Office Automation—Workflow management; H.1.2 [Informa-
tion Systems]|: User/Machine Systems—Human information processing

General Terms: Design, Languages, Human Factors

Additional Key Words and Phrases: Crowdsourcing, processes, tactics, Crowd Computer, BPMN4Crowd
ACM Reference Format:

Stefano Tranquillini, Florian Daniel, Pavel Kucherbaev, and Fabio Casati. 2015. Modeling, enacting, and

integrating custom crowdsourcing processes. ACM Trans. Web 9, 2, Article 7 (May 2015), 43 pages.
DOI: http://dx.doi.org/10.1145/2746353

1. INTRODUCTION

Crowdsourcing (CS) is a relatively new approach to execute work that requires human
capabilities. Howe [2008], who coined the term, defines crowdsourcing generically as
“the act of taking a job traditionally performed by a designated agent (usually an em-
ployee) and outsourcing it to an undefined, generally large group of people in the form of
an open call.” In principle, work could therefore be outsourced in a variety of ways, such
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Figure 1. The timeline of the receipt transcription task launched on CrowdFlower with 20 data units (receipt photos). Each data unit is assigned to
a single worker. The assignment on the very right for the unit “image_11.jpg” was finished only in 1 hour after the launch of the task, because the
crowdsourcing platform kept it reserved for a certain time for a worker who left it without finishing it.

ABSTRACT

Task execution timeliness, i.e., the completion of a task
within a given time frame, is a known open issue in crowd-
sourcing. While running tasks on crowdsourcing platforms a
requester experiences long tails in execution caused by aban-
doned assignments (those left by workers unfinished), which
become available for other workers only after some expiration
time (e.g., 30 minutes in CrowdFlower). These abandoned as-
signments result in significant delays and a poor predictabil-
ity of the overall task execution time. In this paper, we pro-
pose an approach and an implementation called ReLauncher
to identify such abandoned assignments and relaunch them

INTRODUCTION

Crowdsourcing is the outsourcing of a unit of work to a crowd
of people via an open call for contributions [8]. Thanks to
the availability of online crowdsourcing platforms, such as
Amazon Mechanical Turk (MTurk), CrowdFlower and many
others [12, 14], the practice has experienced a tremendous
growth over the last few years [11]. Crowdsourcing demon-
strated its viability in a variety of different fields, such as data
collection and analysis or human computation — all practices
that use so-called micro-tasks, which ask workers to complete
simple assignments (e.g., label an image or translate a sen-
tence) in exchange for an optional reward (e.g., few cents or
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