
3 Mar 2025 Misra-Gries and Count - Min Sketch

Announcement : Quiz 4 is graded . Regrades until Sunday,

Pet 3 to be released soon . (Wed ?)

Ore late next week (Thrs/Fri)

Recap. Finding frequent elements in a stream

with false positives allowed.

MISRA-GRIES .
An algorithm using

O(k . (b + logn) bits of storage for any
specified k

.

*
O + 1) storage space. b

Assump Stream consists ofn elements of 10, 1 %.Fi

Gravettee - Outputs at mostK elements

of the stream. Every element
occurring> times will be

reported among the output.

#Algorithm. Initialize
array of K ordered pairs,

each initially (t ,
1).

for I = h
, ne

,
H

read Xi from stream.

if buffer contains ordered Pair Gist
increment counter to (Ni

,
C+1)

elif buffer contains (t
, 1)

replace with (
, 1)

else



decrement every counter in butter.

replace any (
,) with (t, ),

E . g .
k = 3

⑮
Eva

F Eshan

Fi
Esham

Susie



Analysis .

We need to show
,

if In occurs

more than i times
,

that it

will be present in the buffer

when the algo terminates.

As the algorithm runs
,

the buffer

keeps track of every
element

that hasn't been grouped into

a (k+)-tuple of distinct elements.

When the decrementing-counter operation
is performed,

a new

group of K+

distinct elements is formed and
accounted for

occurs> times in the

stream
,

each group
# k+ 1 distinct

# groups &·out
or

y
of f

one of the

groups.

=> the buffer still contains X

->grithm's output conkins Nv .



Sketching Straming meets dake structures.

A sketching algorithm runs in two stages.

PREPROCESSING Read a stream of data
.

Build a space efficient representation

7"sketch") in memory.

Ry:

Receive queries about the

data and attempt to answer

them witroximately correct answers.

Sketching element frequencies. 40
,
13t

t

For data stream NN ...N

the frequency vector of has

coordinates indexed by elements

of Co
, is

f(x] = # of times

occurs in the stream,

Frequency query : given Nveloi" return f(x].

Lossless representations of the stream :

① Nic
--Ni

nb bits

② · 2. log(n) bits



We are interested in lossy representations
that use poly)b, log n

,

t
,

log()) bits

and enable (E ,S)-PA2 answers to

frequency queries.

Plan : use hashing !

With a single hash function

hi 50
,
13 [B]

we could store a different frequency vector

ge NB
.

g(b)= (i)h(xi) = 33.
Properties of gi
- g(h(k)] = f(r] .

Could be strictly greater
due

to hash collisions !

&

space requirement for computing
and storing 9

· store representation of h.

0)b. log (B1) bits



#p elements require log(B) bits
for B>p : 23

Inner product hashing with

b-dim vectors uses

bit coricets in #p
· storing
o

itself
,

ge 40b ....,n
B

O (B. Con)) bits.

Lemma.

If h is sampled randomly

from auniversal hash family
vo Pr)gInG]-f(x].

. g(h)-f(x) counts

#(i) X: **
but hi) =h

#(+ (i)x= = xbu+ h(x) =x3]
= Pr(xi but G(xi)= h(x)



= n .
(Markov)

Pr(g(h) - fE])) <
=

random sampling of hi

We will set B = 7 so

& en

Then we have
an 19, 5)-PAC

algorithm with S=2(bad
!)

and e arbitrarily close to 0 (good !)
and space complexity (good !)

0(b . log(t) + t - eg()) bits.

Count-min
-

sketch Us t= loglist
hash functions instead of one

Sample hash functionsmndependently
from a 2-universa family.



Data structure encodes :

- hash functions has---he

O (b . t - log B) bits

- 2-1
array of counters

,

G(b ,]= + (i)hj(xi) = 03 .

O(B. - los n) bits

wenameit
jInitialize

for i = 1
, ..,

ni

for -=(
, enet

S

compute b = hj(xi)
increment G(b,j]

Oney(): Return min G(h) , 5).

One-sidederror .
Exed Fielt]

G((k), j]f(x)



II
# Si(hj(i) = hj(x)]
=Si(xi =x3 .

Fang1. Query(x) returns a

value & f(x]

fay2.

Ex Pr (Query (x) --k
We close B = /7 so en.

t = log() so Sit = 8.

Translation· For Pr(Quey(x) - f[x] < en) < 8.

(2, 5) - PAC -

(Good
!
)

sameratem log() + ta - log(s)logn)
(good)


