
24 Jan 2025 The Birthday Parado

"Balls and bing" problems involve a sequence
of random samples XX , ...,

Xo

each drawn unimly at random

Lindependenty) from [n] = Els -en . Y .

Two viewpoints :

- Simultaneous : Xi
, . - ,

Xm Sampled al

at once .

- sequential : picture sequence
X
....

generated one element at a time.

Ask questions about the Grandom) time

when some property is achieved.

occumayvector : n-dimensional rector counting
i balls in each bin.
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Questions.

Birthday paradox : whenoes occupancy rector

leave the set 50
,

13" ?

(First time we have a bim with I or

more balls in it. )

(Never later than m = n + 1
, probably much earlier)



- Coupon collector : when des minCoccupancy)
exceed P ?

- Load balancing : when doesoccupancy

Cocupancy
become less than It ?

Fact. The collection probability for m balls in

n bishs
,

i . e . Pr(Jitj st. Xi = Xj) ,

can

be calculated as follows

Pr(collision) = 1- Pr(no collision

I-XiX
=

1-(1-) cubstitute k=j)

= 1--

The most useful inequality in the analysis

of randomized algorithms :

VxR 1 + xxe = exp(x)

(the inequality is strict unless X= 0)
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To make Pr(collision))E we want

Prlo collision) <E
,

and we've shown

Pr( collision) < ex) - m
*
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Plug in n = 365 to X
you get m 22

.
99994....



We have estimatedPr(collision) > 1-exp(-m) .
How close is RHS to the probability ?
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Eat for OXE
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Exponentiate both sides => 1-x > e***.

expl--- e

- k/n

So Pr(no collision) > ep(-E-)

= exp
= exp)-m

Upper and lower bounds differ by

ex)-mm
Recall we close movitis,(2)



ep(mm) exp In
~ epp(22)

3n

= ex)-(
> ex() 1-i

(t-v) ex (mm))Prl collision) < exp) - m

Anation1 . Cryptography

Cryptographic hash functions are functions

h(x) that are :

O Easy to compute, deterministicsecurity parameter

② Output values in 40, 13
③ Believed to be computationally hard

to find No & with

h( = h(x) -

Often modeled as if hkxl
, h)

-, hkxm)
for

any
fixed metuple of inputs X

... -xm

are computationably indistinguishable from

indep random unif samples form Po
,

13.



36 they truly were indep random samples,
then hiil---

,
h(xm) would be

m balls thrown randomly no n = 2 bins.

The "birthday attack"- hashing h(xi) for

independent random Nom
,
En until a

collision occurs - takes/= z
**/2

trias to succeed

Crypto hash functions considered secure if

noboy knows how to find collision

using tries.

Engi SHA-1 has 160-bit output.

k = 160
,

80

Xicoyon Weng + collaborators : Found collision

using 263 trials
,

more than 185

Faster than random guessing.

SHA-2 is new standard
,

uses
K ranging

from 224 to 512


