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Logistics

● HW2+P2 is due today!

● HW3+P3 will be released today. due 3/13/25 (only 1 week!)

● Quiz 3 Paper released. Paper: CLIP

● Final Project signups released today. Look out for Ed announcement.



Image Classification

flatten 0.9 “dog”

0.1 “cat”

feature extraction classification

Image features!





Vector Space

Use self-supervised learning to learn embeddings for images



Discussion: Comparison of Loss Functions

Chen, Ting, et al. "A simple framework for contrastive learning of visual representations." International conference on machine learning. PMLR, 2020.

Triplet:

SimCLR loss:



SimCLR

Chen, Ting, et al. "A simple framework for contrastive learning of visual representations." International conference on machine learning. PMLR, 2020.



Remember Transformers?



How can we use Transformers on Imagers?



How to use Attention for Vision Tasks?

Attempt #1: Add attention to existing CNNs

Wang, X., Girshick, R., Gupta, A., & He, K. (2018). Non-local neural networks. In Proceedings of the IEEE conference on computer vision and pattern 
recognition (pp. 7794-7803).



How to use Attention for Vision Tasks?

Attempt #2: Adapt standard transformers to image data



Vector Space

 = word embedding

“machine”

“learning”

“awesome”



Can we extend this 
idea to images?

Transformer

Machine learning 
is awesome awesomeMachine learning is

… 



Idea1: Use pixels as input tokens

Transformer

  … 

Discuss:
- How big would the attention matrix be for an RxR image?
- How much memory do we need for a 512x512 image, with 16 

attention heads, and 48 layers - for attention alone? 
- What if the image was 32x32 pixels?

https://web.eecs.umich.edu/~justincj/slides/eecs498/WI2022/598_WI2022_lecture18.pdf



Idea2: use image patches as input tokens

Transformer Encoder

Linear Projection to d-dimensional vectors

CNNs can be used to preprocess the image 
before converting it to patches!



      = convolution

Vector Space

At a high level, these are both 
just fridges

“fridge”



      =  Vision Transformers

Vector Space

Use image patches like words in a 
sentence!

“full fridge”

“empty 
fridge”



Adding positional embeddings

1 2 3
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Adding positional embeddings

…

<(1,1)> <(1,2)> <(1,3)> <(2,1)>

1 2 3

1

2

3



Adding positional embeddings

…

1 2 3 4

1 2 3

1

2

3

Positional embeddings for ViTs are 
usually learned d dimensional 
vectors per position



Vision Transformer

…

1 2 3

1

2

3

Transformer Encoder

*

Linear embedding (flatten)

MLP 
Head

Dosovitskiy, A., Beyer, L., Kolesnikov, A., Weissenborn, D., Zhai, X., Unterthiner, T., ... & Houlsby, N. (2020). An image is worth 16x16 words: Transformers for 
image recognition at scale. arXiv preprint arXiv:2010.11929.

Learned 
Positional 
Embedding



ViT Results

Dosovitskiy, A., Beyer, L., Kolesnikov, A., Weissenborn, D., Zhai, X., Unterthiner, T., ... & Houlsby, N. (2020). An image is worth 16x16 words: Transformers for 
image recognition at scale. arXiv preprint arXiv:2010.11929.

Training time: 
ViT-H/14: 2.5k TPU days

Largest BiT:  9.9k TPU-v3 days



ViT Summary

Model:

● Model is almost identical to Transormers for text sequences
● Replace words with PxP pixel image patches, P ∈ {14, 16, 32} (no overlap)
● Each patch is embedded linearly into a vector of size 1024
● 1D learned positional embeddings

Training:

● For pre-training, optimize for image classification on large supervised dataset 
(e.g. ImageNet 21K, JFT -300M)

● For fine-tuning, learn a new classification head on a small dataset (e.g. 
CIFAR-100)



ACTIVITY: When do ViTs outperform CNNs, and vice versa?

Think about what you know about transformers - 
what are some of their drawbacks?

When is it “worth it” to use transformers instead of 
just CNNs?



CNNs
- - Translational invariance

- Simple, proven 
architecture

- Capture features at 
different scales

- Required less data

- Attention 
mechanisms

- Allow for multimodal 
data integration

ViTs





Idea 3: Swim Transformers

Hierarchical architecture that has the flexibility to model at various scales 

Liu, Z., Lin, Y., Cao, Y., Hu, H., Wei, Y., Zhang, Z., ... & Guo, B. (2021). Swin transformer: Hierarchical vision transformer using shifted windows. In Proceedings 
of the IEEE/CVF international conference on computer vision (pp. 10012-10022).





Shifted Window attention

 Linear computational complexity with respect to image size



Performance



Self-Supervised Vision Transformers (DiNO)

Student ViT  

Teacher ViT 
Momentum encoder:

Local View

Global View



Caron, M., Touvron, H., Misra, I., Jégou, H., Mairal, J., Bojanowski, P., & Joulin, A. (2021). Emerging properties in self-supervised vision transformers. In 
Proceedings of the IEEE/CVF international conference on computer vision (pp. 9650-9660).



Centering and sharpening

● Centering prevents one 
dimension from 
dominating

● Sharpening prevents 
learning a uniform 
distribution



DINO v2

Oquab, M., Darcet, T., Moutakanni, T., Vo, H., Szafraniec, M., Khalidov, V., ... & Bojanowski, P. (2023). Dinov2: Learning robust visual features without 
supervision. arXiv preprint arXiv:2304.07193.





Masked Autoencoders (MaE)

He, K., Chen, X., Xie, S., Li, Y., Dollár, P., & Girshick, R. (2022). Masked autoencoders are scalable vision learners. In Proceedings of the IEEE/CVF 
conference on computer vision and pattern recognition (pp. 16000-16009).

A simple self-supervised architecture, easy to use, with few hyper parameters. 





Discuss: BERT is trained with cross entropy loss. What 
loss function should we use for MaE?



MaE Results

● Compared to supervised ViTs
○ Requires minimal data augmentation
○ Transfers better to downstream vision tasks 

■ Object detection, segmentation



Vector Space

 = transformer rep.

A puppy sits

with flowers



CLIP (Contrastive Language–Image Pre-training)

Conde, M. V., & Turgutlu, K. (2021). CLIP-Art: Contrastive pre-training for fine-grained art classification. In Proceedings of the IEEE/CVF Conference on 
Computer Vision and Pattern Recognition (pp. 3956-3960).



Discuss: How can you train this model?



● Trained on 256 V100 GPUs for two weeks on 
400 million (image, text pairs) 

● On AWS, this would cost at least 200k dollars



sim score - 0.9

sim score - 0.6

sim score - 0.3

sim score - 0.1

Ranking using CLIP Vector Space



Clip demo

https://huggingface.co/spaces/vivien/clip

https://huggingface.co/spaces/vivien/clip




https://openai.com/research/clip





Application of CLIP

https://arxiv.org/pdf/2201.03546.pdf



Vector Space

= audio spectrogram 
transformer



Audio Processing

Audio File



Spectrogram source: Dumpala 2017

Spectrogram:

- Energy, pitch, fundamental frequency
- Decomposes signal into frequencies and their 

corresponding amplitudes

https://www.researchgate.net/publication/319081627_An_Algorithm_for_Detection_of_Breath_Sounds_in_Spontaneous_Speech_with_Application_to_Speaker_Recognition?_tp=eyJjb250ZXh0Ijp7ImZpcnN0UGFnZSI6Il9kaXJlY3QiLCJwYWdlIjoiX2RpcmVjdCJ9fQ


Audio as a vision problem

…

<(0,0)> <(0,1)> <(0,2)> <(1,1)>

0 1 2

0

1

2

Vision Transformer

Most likely word sequence



Review

● Transformers can be used for vision tasks
○ Typically do not use convolution or other image specific architectures - just flattened image patches
○ Consequently they require more data
○ However they are very flexible and can be used with other data modalities
○ Learn positional embedding 

● Swin transformers 
○ Learn features at different scales
○ Scale linearly with the image size
○ Are  less popular because of their complexity

● Self-supervised learning 
○ Provides Transformer based models with the amount of data they need
○ Often used as backbone pre-trained models
○ Dino and MAE both learn very good embeddings 

● Multi-modality
○ CLIP learns a common embedding for images and text
○ Can be used to retrieve images or parts of images from plain text


