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Project

● Aim: to get hands on experience with implementing modern deep learning 

methods 

● Find a recent deep learning research paper that was published in the last 1-5 

years

● Reproduce a specific result from the paper

● To be completed in groups of 4-5



Project Grading

● Project selection
○ We want to make sure the papers you’ve chosen are reasonable

■ Possible on Collab (GPU limits)
■ Data requirements realistic (data easily available) 

○ Sign up on spreadsheet
● Final presentation

○ Poster presentations at the end
○ Present the paper you’ve chosen to the class
○ Discuss whether you were able to replicate results from the paper and describe any obstacles 

● Final deliverable
○ Github repo with re-implementation
○ Readme with method description, instructions to run the code and results
○ More detail will be provided later 



Part I: Transformer Models



BERT T5/BART GPT
encoder only encoder-decoder model decoder only

Three famous Transformer models

[Devlin et al. 2019] [Raffel et al. 2020] [Lewis et al. 2020] [Radford et al. 2018] 



BERT (Bidirectional Encoder Representations from Transformers)

- Output of Transformer Encoder as contextual word embeddings
- Bidirectional Context
- Pre-trained on the language, and then fine-tuned

Contextual word embeddings



BERT - Input Representation 

Input:

● Use 30,000 WordPiece vocabulary on input. 

● Each token is sum of three embeddings



Training

● Masked Language Modelling
○ Mask out k% of the input words, and then predict the masked words
○ the man went to the store to [MASK] a [MASK] of milk
○ What can you use as a loss function?

● Next sentence prediction
○ To learn relationships between sentences, predict whether Sentence B is actual sentence that
○ proceeds Sentence A, or a random sentence



Self-supervised Learning

- Labels are generated automatically, no human labeling process
- Benefits

- Scales well
- Cost-Efficient
- Flexible

- Challenges
- Larger datasets are required
- More compute is necessary



Model Details

● Data: Wikipedia (2.5B words) + BookCorpus (800M words)
● Batch Size: 131,072 words (1024 sequences * 128 length or 256 sequences * 

512 length)
● Training Time: 1M steps (~40 epochs)
● Optimizer: AdamW, 1e-4 learning rate, linear decay
● BERT-Base: 12-layer, 768-hidden, 12-head, 110M params
● BERT-Large: 24-layer, 1024-hidden, 16-head, 340M params
● Trained on 4x4 or 8x8 TPU slice for 4 days



Pre-training to Fine-tuning Pipeline



https://arxiv.org/pdf/1810.04805.pdf



Pre-Train then Fine-tune Paradigm
● Pre-train a large model on a lot of data with some self-supervised objective.

○ E.g. Masked language modeling

● Fine-tune on (smaller) downstream datasets

● Benefits:
○ Transfer learning: Leveraging knowledge from self-supervised objective to improve 

performance
○ Avoids overfitting: Large models would overfit if trained from scratch



Question: 

● What are some limitations of BERT?
○ Think about the different kinds of language tasks you might want to perform



T5: Text-to-Text Transfer Transformer 

● Pre-trained Encoder Decoder Language Model
○ Can generate text!



T5 Span Corruption Objective

● Very similar to masked language modeling
● Key differences:

○ Mask spans with single “sentinel” tokens
○ Generate the masked text with a decoder



T5 Fine-Tuning

● Cast every task as a language generation problem
○ Even classification!



Benchmark Results

● Outperformed best encoder-only models



T5 Ablations- Dataset Size

● More data helps!



GPT

● Only use the transformer decoder
○ Train on next word prediction
○ “The capital of France is _”

● Easy to apply in streaming settings
○ E.g. chatbots



Decoder-Only Architecture



Review: Masked Self-Attention



GPT-2 Zero-Shot Capabilities

● Question-answering without 
any fine-tuning

○ Formatting is important!

[Radford et al. 2018] “Language Models are 
Unsupervised Multitask Learners”



GPT-2 

● Naturally occurring translation 
demonstrations in the pre-training corpus



GPT-2

● Train self-supervised auto-regressive LMs on web text
○ Next-word prediction
○ Up to 1.5 billion parameters

● Observed non-trivial zero-shot performance

[Radford et al. 2018] “Language Models are Unsupervised Multitask Learners”



BERT T5/BART GPT
encoder only encoder-decoder model decoder only



Part II: Scaling up!!



GPT-3

● Train a bigger version of GPT-2 on more data



GPT-3



Scaling Model Size

Source: https://hellofuture.orange.com/en/the-gpt-3-language-model-revolution-or-evolution/



Scaling Training Data

Source: https://hellofuture.orange.com/en/the-gpt-3-language-model-revolution-or-evolution/



Scaling Training Compute



Discuss

● How many parameters in a single feedforward layer of GPT-3
○ An MLP with:

■ Input dimension of 12,228
■ One hidden layer with dimension 4*12,228
■ Output dimension of 12,228



Discuss

● How many parameters in a single feedforward layer of GPT-3
○ An MLP with:

■ Input dimension of 12,228
■ One hidden layer with dimension 4*12,228
■ Output dimension of 12,228

● 12,228*4*12,228 + 12,228*4*12,228 = 1.2 billion!
○ 1 billion parameter MLPs!
○ BERT has 340M parameters!



Scaling Laws

● Performance improves predictably with increased compute, data, and 
parameters

○ Can actually fit power laws!
○ Predict performance before training!

[J. Kaplan et al. (2020)]



GPT-3 Evaluation



GPT-3 Evaluation



GPT-3 Evaluation



Emergent Capabilities



Is Emergence a Mirage?

● Look at four digit addition under different 
metrics

○ Emergence can be an artefact of the evaluation metric
● Addition capabilities improve smoothly when 

using a more granular metric
○ Exact match accuracy -> Token edit distance

Schaeffer, Rylan, Brando Miranda, and Sanmi Koyejo. "Are emergent abilities of large language models 
a mirage?." Advances in Neural Information Processing Systems 36 (2024).



Very Versatile

Chowdhery, Aakanksha, et al. "Palm: Scaling language modeling with pathways." Journal of Machine 
Learning Research 24.240 (2023): 1-113.



Part III: Post-Training



Any problems with auto-regressive LMs? 



Any problems with auto-regressive LMs? 

● Just trained on next-word prediction
○ Won’t follow instructions!



Instruction Tuning
● Curate a small dataset of instruction 

following demonstrations
○ Fine-tune the pre-trained LM

● Surprisingly little instruction data needed
○ 12,000 samples for Instruct GPT [Ouyang, 2022]



Instruction Tuning

● Aligns LM with user intent!

Ouyang, Long, et al. "Training language 
models to follow instructions with human 
feedback." Advances in Neural 
Information Processing Systems 35 
(2022): 27730-27744.



Instruction Tuning

● Model learns to generalize to unseen instructions at inference-time

Wei, Jason, et al. "Finetuned Language 
Models are Zero-Shot Learners." 
International Conference on Learning 
Representations. 2021.



Prompt Engineering

Wei, Jason, et al. "Chain-of-thought prompting elicits reasoning in large language models." 
Advances in Neural Information Processing Systems 35 (2022): 24824-24837.



Chain of Thought Prompting

● Break down problem into 
subparts

○ Learns to to it with few-shot 
in-context learning



Chain of Thought Prompting

● Can significantly improve performance



Chain of Thought Prompting

● No benefit at small scales

Model size



Sensitivity to the Prompt

● Performance 
depends a lot on the 
prompt!

Kojima, Takeshi, et al. "Large language models are zero-shot reasoners." 
Advances in neural information processing systems 35 (2022): 
22199-22213.



Toolformer

● LLMs can be designed to use tools 
like calculators, QA systems and 
calendars to produce better results

● LLM are trained to generate and 
issue queries to external tools

Schick, Timo, et al. "Toolformer: Language models can teach themselves to use 
tools." Advances in Neural Information Processing Systems 36 (2024).



Limitations: Hallucinations

“A Survey on Hallucination in Large Language Models: Principles, Taxonomy, Challenges, and Open Questions”



How to Incorporate Uncertainty

● Language Models (Mostly) Know What They Know
○ Kadavath et al. (2022)

● LMs are pretty well calibrated!
○ Multiple choice evaluation



Strubell, E., Ganesh, A., & McCallum, A. (2019, July). Energy and Policy Considerations for Deep Learning in NLP. In Proceedings of the 57th Annual Meeting 
of the Association for Computational Linguistics (pp. 3645-3650).

Significant Energy Consumption



Recap

● Different variants of language models
○ Encoder only, encoder-decoder, decoder only

● Performance improves with data and model size
○ Can actually fit power laws and predict performance before training!

● LLMs learn how to do a variety of tasks during pre-training
● A second phase is required to give pre-trained LMs instruction following 

capabilities
○ Instruction tuning

● Performance can depend on the prompt
● LMs often hallucinate!


