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LSTMs

● Add a cell state to store information
○ Gradient flows along the cell state

● Update cell state with parameterized 
gating functions

● Performs better with long sequences

https://colah.github.io/posts/2015-08-Understanding-LSTMs/



Gated recurrent units (GRUs)

https://towardsdatascience.com/illustrated-guide-to-lstms-and-gru-s-a-step-by-step-explanation-44e9eb85bf21



Gated recurrent units (GRUs)



Logistics

● HW2 is out, due 03/06

● HW3 is out 03/06, due 03/13

● Project 2 out on Tuesday

● Tuesday 10am office hours might change

● We will talking about projects on Thursday
○ HW3 will be a shorter 



What you will learn today

- Issues with LSTMs
- Meaning of words flows both ways (fixable)

- Bottleneck layers (fixable)

- LSTMs are slow (not fixable)

- Attention:

- Scaled Inner-product attention

- Self-Attention 

- Masked self-attention

- Multi-head attention

- Cross-attention

- New Concepts:
- Positional Embedding

- Layer Norm

- New Algorithms: 
- ELMO

- Transformer

- BERT



Previously: Using LSTMs to solve sequence problems

- Process sequences one element at a time.
- Maintain a 'memory' (cell state) to capture information about previous steps.
- Mitigates the RNN vanishing gradient problem 
- Suitable for time series, speech, text, and other sequential data.



Issue #1
Context influences words in both directions



A bat flew out of the dugout, startling the baseball player and 
making him drop his bat.

Context influences word meaning. 



A bat flew out of the dugout, startling the baseball player and 
making him drop his bat.

Each word pays attention to the words around it, focusing more on the words 
which provide important information about its meaning.

Context influences word meaning. 



Bidirectional LSTM



Bidirectional LSTM

The output vectors are
CONTEXTUAL WORD 

EMBEDDINGS!

Embeddings from Language 
MOdel (ELMO)

[Peters et al. 2018]



Issue #2
The Bottleneck!



Bottleneck Problem

BOTTLENECK!!



RNN with Attention
[ Bahdanau et al. 2014]



RNN with Attention
[ Bahdanau et al. 2014]



Issue #3
Recurrent Neural Networks (including LSTMs)
are slow on modern computers (with GPUs). 

Why? - Discuss



https://medium.com/@kirudang/language-model-history-before-and-after-transformer-the-ai-revolution-bedc7948a130

Language Modelling History



TRANSFORMERS

- Parallel alternative to LSTMs
- Far more efficient on GPUs
- Removes recurrence 
- Keeps attention
- Currently dominant approach for most 

sequence tasks
- E.g. Machine translation, summarization, 

question answering, etc.

[Vaswani et al. 2017]



Transformer Architecture

bi-
directional directional



Transformer Architecture



Positional Encoding
- Embedding model: 

- Lookup table

- Non-contextual word embeddings

- Problem: 

- Word order matters!

- In attention word order is lost

- Solution:

- Encode the token position as a vector

- Add this vector to the word embedding

I

like

black

coffee

[ https://medium.com/@xuer.chen.human/llm-study-notes-positional-encoding-0639a1002ec0 ]

https://medium.com/@xuer.chen.human/llm-study-notes-positional-encoding-0639a1002ec0


Positional Encoding

Neural networks are not good with single dimensional values. 
Higher dimensions are better suited for hyper-plane based classifiers 
(internal to the neural network).
Naive Idea: Use binary encoding



Positional Encoding

Neural networks are not good with single dimensional values. 
Higher dimensions are better suited for hyper-plane based classifiers 
(internal to the neural network).
Naive Idea: Use binary encoding



Positional Encoding

Better idea: Use cosine / sine embeddings
(Fourier features.)



Example Positional Encoding



Transformer Architecture



Transformer Architecture



Self-Attention

Input (X)



Self-Attention

Input (X)



Self-attention demo

https://colab.research.google.com/drive/1hXIQ77A4TYS4y3UthWF-Ci7V7vVUoxmQ?usp=sharing#scrollTo=twSVFOM9SopW


Discuss: 

● Q, K, V are all (n x d) matrices. Consider have an input of shape b x n x d.

● What is the shape of QKT?
○ What does this matrix represent?

● What is the shape of the final output?
○ What does this matrix represent?



Multi-Head Attention

What if I want to pay attention to different things at the same time!? 

Content-based This is my big red dog, Clifford. 

Description-based              This is my big red dog, Clifford. 

Reference-based This is my big red dog, Clifford.  

What’s useful depends on the task. How do I pick what to do?



Multi-Head Attention

- The Scaled Dot-Product Attention attends to one or few entries in the 
input key-value pairs. 

- Idea: apply Scaled Dot-Product Attention multiple times on the 
linearly transformed inputs. 

- Concatenate outputs
- Project them down into d dimensions head1

head2

head3

head4=



Transformer Architecture



Point-wise Feed-forward Networks

- Apply MLP (aka FFN) to each output vector

- The same MLP to each vector

- Completely parallel 

-

- where W and b are learned weights and biases



Layernorm

- The FFN and Self-Attention layers are followed by 
Layer Normalization.

- Same as Batch Norm, except:
- Each word vector is normalized independently



Transformer Architecture



Self-Attention vs. Masked Self-Attention



Transformer Architecture



Cross-Attention



Cross-Attention



Cross-Attention



Summary



Interactive Transformer Demo

https://poloclub.github.io/transformer-explainer/


BERT (Bidirectional Encoder Representations from Transformers)

- Output of Transformer Encoder as contextual word embeddings
- Bidirectional Context
- Pre-trained on the language, and then fine-tuned

Contextual word embeddings



BERT - Input Representation 

Input:

● Use 30,000 WordPiece vocabulary on input. 

● Each token is sum of three embeddings



Training

● Masked Language Modelling
○ Mask out k% of the input words, and then predict the masked words
○ the man went to the store to [MASK] a [MASK] of milk
○ What can you use as a loss function?

● Next sentence prediction
○ To learn relationships between sentences, predict whether Sentence B is actual sentence that
○ proceeds Sentence A, or a random sentence



Model Details

● Data: Wikipedia (2.5B words) + BookCorpus (800M words)
● Batch Size: 131,072 words (1024 sequences * 128 length or 256 sequences * 

512 length)
● Training Time: 1M steps (~40 epochs)
● Optimizer: AdamW, 1e-4 learning rate, linear decay
● BERT-Base: 12-layer, 768-hidden, 12-head, 110M params
● BERT-Large: 24-layer, 1024-hidden, 16-head, 340M params
● Trained on 4x4 or 8x8 TPU slice for 4 days



Pre-training to Fine-tuning Pipeline



https://arxiv.org/pdf/1810.04805.pdf



Self-supervised Learning

- Labels are generated automatically, no human labeling process
- Benefits

- Scales well
- Cost-Efficient
- Flexible

- Challenges
- Larger datasets are required
- More compute is necessary



Review

● LSTMs/GRUs are recurrent

● Self-attention can effectively replace recurrence in sequence-to-sequence 

models

● Transformers use self-attention and are parallelizable

● Pre-training using self-supervised learning help train large models that learn 

very good representations


