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Switch from costs to rewards
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All optimal control / planning literature 
written as costs

All RL literature written as rewards

Cost = -Reward

All min() become max()



The Likelihood  
Ratio Trick!



REINFORCE
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Causality: Can actions affect the past?
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How can we 

∇θ J = (
T−1

∑
t=0

∇θlog πθ (a(i)
t |s(i)

t ))
T−1

∑
t=0

r(st, at)) .



The Policy Gradient Theorem
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The Policy Gradient Theorem
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(The reward to go)



The Policy Gradient Theorem
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(Finite Horizon Version)



The Policy Gradient Theorem
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(Finite Horizon Version)

(Infinite Horizon Version)
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https://www.youtube.com/watch?v=mpGK4zbdi6g
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Activity



On-policy vs Off-policy
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On-policy RL algorithms:

You must collect data according to your current policy to update 
learner parameters

Off-policy RL algorithms:

Your learner can learn from data from any policy



On-policy vs Off-policy
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On-policy RL algorithms:
You must collect data according to your current policy to update 

learner parameters
Off-policy RL algorithms:

Your learner can learn from data from any policy
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Are we done?
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No! 

Three major nightmares with policy gradients
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Nightmare 1:  

High Variance



Consider the following MDP 
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s0

sU

sD

R=10

R=11

a = U

a = D

πθ(a = U |s0) = θ

πθ(a = D |s0) = 1 − θ

Suppose we init , and draw 4 samples with our policyθ = 0.5
And then apply PG



When Q values for all rollouts in a batch are high?
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Recall that one of the reasons for the high variance is that the 
algorithm does not know how well the trajectories perform compared 
to other trajectories. Therefore, by introducing a baseline for the total 
reward (or reward to go), we can update the policy based on how well 

the policy performs compared to a baseline 



Solution: Subtract a baseline!
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Suppose we subtracted of  from the reward to go Vπ(s0) = 10.5

s0

sU

sD

R=10

R=11

a = U

a = D

πθ(a = U |s0) = θ

πθ(a = D |s0) = 1 − θ



Solution: Subtract a baseline!
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We can prove that this does not change the gradient



Solution: Subtract a baseline!
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We can prove that this does not change the gradient

But turns Q values into advantage (which is lower variance)



Solution: Subtract a baseline!
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We can prove that this does not change the gradient

But turns Q values into advantage (which is lower variance)

Can we justify this move using the PDL?
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Nightmare 2:  

Distribution Shift



What happens if your step-size is large?
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What happens if your step-size is large?
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̂Aπθ(s, a)

We are estimating the advantage from roll-outs 



The problem of distribution shift

30

True Advantage



The problem of distribution shift
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True Advantage

Estimated Advantage

Our new policy wants to go all the way to the RIGHT 



The problem of distribution shift
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True 
advantage of 
new policy



The problem of distribution shift

33

True 
advantage of 
new policy

Estimated 
Advantage

Our new policy wants to go all the way to the LEFT



Recap: Problem with Approximate Policy Iteration
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PDL requires accurate  on states that  will visit! ( )Qπ
θ π+ dπ+

t

Vπ+(s0) − Vπ(s0) =
T−1

∑
t=0

𝔼st∼dπ+
t

Aπ(st, π+)

But we only have states that  visits ( )π dπ
t

If  changes drastically from , then is big!π+ π |dπ+

t − dπ
t |
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Be stable 

Slowly change 
policies

Keep  close to dπ+

t dπ
t



Goal: Change distributions slowly
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max
Δθ

J(θ + Δθ)

s.t. dπθ+Δθ is close to dπθ

How do we measure distance between distributions?
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max
Δθ

J(θ + Δθ)

Goal: Change distributions slowly

s.t. KL(dπθ+Δθ | |dπθ) ≤ ϵ
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max
Δθ

J(θ + Δθ)

This gives us a new type of gradient descent

θ ← θ + ηG−1(θ)∇θJ(θ)

s.t. KL(dπθ+Δθ | |dπθ) ≤ ϵ

Where  is the Fischer Information MatrixG(θ)

G(θ) = 𝔼s,a∼dπ
θ
[∇θlog πθ(a |s)∇θlog πθ(a |s)T]
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This is also called a “natural” gradient

θ ← θ + ηG−1(θ)∇θJ(θ)

Where  is the Fischer Information MatrixG(θ)

G(θ) = 𝔼s,a∼dπ
θ
[∇θlog πθ(a |s)∇θlog πθ(a |s)T]



“Natural” Gradient Descent
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Modern variants are TRPO, PPO, etc



41

Nightmare 3:  

Local Optima
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The Ring of Fire
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Get’s sucked into a local optima!!



Idea: What if we had a “good reset distribution?”

Start distribution 



Idea: What if we had a “good reset distribution?”

Reset distribution



Idea: What if we had a “good reset distribution?”

Run REINFORCE 
from different start states 
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