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Perceptron

Assumption: the classes are “linearly separable” 

(positive and negative examples can be separated by a plane) 

Rosenblatt '57

Binary Labels : Y = {+1,-1}

Inner product:

Add in bias:

"Half space"
weight 
Vector

bias

Absorbing bias by adding a dimension:

Quiz: By increasing dimension of features by 1 more, 
can you find a way to encode bias within just sign(w x)?
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After concatenating 1 to x's, use

Perceptron Algorithm:

Initialize w = 0

While TRUE:

For i = 1 to n :
M = 0

w    w + yixi

endif
END For

if (M==0)
BREAK;

end if
END WHILE

improves on (xi, yi)w + yixiUpdate, w

improvement

When will perceptron Algo. work?

Using above we can always simply think about 
case without the bias term.
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when data is linearly Separable.

Margin : Assume:

How much time does it take to converge?

Intuition: After each mistake we update as

1. After each update,   w  increases by at most 1.

w    w + yixi

Hence M updates implies

2. After each update, increases by at least

and soHence

Thm: perceptron Algo. makes at most updates.

Why?

or

Hence



 


