CS B3/5#20

K-Nearest Neighbors Classifier

Assumptiow: Similar poiwts are LLheLg to share same Label

Classification Rule: For a test point x, assigwn it Label that is the most common
Label amongst the k most similar training tnstances.
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Pro-tip: ln case of a tie, reduce k by 1 and repeat
Common distances :  Minkowski distance or Lp distances
, ()\ | b \/P
dist (,x) = (2 1xea - x'cof)
P = 2 is Buclidean distance

GUALZ : What distances do P=0, p=1 awok P correspowd to

Bayes Optimal Classifier
(-f we kmnew P how well could we do? (X/:I) ~ P

E . min E?U)()\) ):) = P(htx)
Bayes Ervor All possible I L 40 ( H}))



f you Rnew P(Y IX=x), at Glven po'w»t X, optimaL classifier:

Nopt (x) — QR rg o P( 7’=3] X-:x)
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Baazs grrof(ﬁ)‘— | = "52):/ F(yta ,)(=_1>
This Ls the Best we can do!

RULZ: say a coin has probability p of falling heads when tossed

1. If the coin is tossed twice, what s the probability of two
different out comes?

2. Show that this probability is tesser than 2 (1-p)

1 - NN classifier : simplest case k =1

Risk of ~-nW < > Bye ER
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Intultlon:

1..Say P was a discrete distribution on a finite set of poiwts. Then, as n=n

every test. point has already occurrved in DPTRAIN. (say we pick any one
of previous occurrence as the nearest wetghbor

2. Risk of 1-NN Classifier is now given by the quiz Question. Why?

We are asking fhe qeuestion, what is the probabibity that, lokel g
0f a new fst instance x matches that of a randomly  Chosen
training point X;& Drmin  svch that, X =x. Its laked E drawn
ind,ebéndenw} from P(ylx=)<)

chce) P(b,m (K) txd))(:x) < z.(l-—vgg)io))i P(y=3lx=x) )



Cclaime: civen x, Let Re Drean be the 1-NN of x in Drean as n =
dist (x, R) =0, xR

Risk of1- NN =2 BaYes ERROR

kR-NN for general R 71
a. Use larger kR as w becomes Larger.
ntuition: For point x, we predict as majoritg of R draws from P (Y |X=x)

b. But, if k grows too fast, the, more, we rely on farther awa Y polints
to predict Label for x
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X’ 1. Each sub-cube has same area
2. if we randomly pick a few sub-cubes, we will

] ] pick wmore cubes near surface!

1. Assume points are drawn Uniformly at random
from a unit-hypercube

2 Hypercube of volume R/n within unit hypercube s
expecteo to contain R out of n polnts

= length { of such cube ts given by QA = k4

what does this mean?

k=)0 — d’ pa l )0 ) o0 jooD ~
N= 1000 Clol lo.b}la.v\ss D.Cfﬂg‘* ) Q:(k/n>/d
J










