
 

ANNOUNCEMENTS

1 Hw dueFridatPiate due Sunday Ndextension beyond late
2 prelim conflictform fill by 3.30pm today

dm

3 P3 due changed from 0304 0305 1159pm

4 Pretion logistics will also be posted to Ed later

5 Hwy to be released soon

TIME TO TURN YOUR NON NOTE TAKINGDEVICES OFF
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supervised learning has labels
Unsupervised learning no labels

Estimating cost function MLE MDP
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Newton
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TODAY linear regression instead of a discrete class
we wish to predict a

supervised setting continuous
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HOW DO WE FIND OPTIMAL 0 to minimize Jd

starting withsome 0
Nick's idea use GI
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GD mightnot converge if S1 optima

toglobaloptima

510 Et y 0 1 is nice

Convex ONE minima GD will converge
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Computational complexity of one update step of GD
Q CAN WE DO BETTER

theproblem
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It's ok to take an approximate step so long as it's faster
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GD vs stothastic GD
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Anthea closed form solution to leastsquares
objective

Alex take derivative of J w.r.to sets solve for0
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Q why choose GD SGD if we have closed formsolution

Inverting XX is problematic Ian be near singular or
singular
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Revisiting least squares JCO probabilistic view

How was data generated
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