
 

ANNOUNCEMENT

1 HW2 late due tomorrow 5pm NOT 11.59pm

2 Prelim conflict declaration out on Ed fillby 0304

TURN YOUR NON NOTE TAKING DEMLES OFFNow

Theyou wait here's an ilebreaker Did you go sledding on
the slope this semester

Did starting at differentparts ofthe
slope affectyour speed



TODAY OPTIMIZATION

logistic regression cost function

J O log e
9 oxing

take the derivate 0 solve for 0

Got instead of compute the analytial derivative

instead we seek to find iterates

0 01 0 starting from some

Iaec is that come up with
Smen IItion G

such that

0k GF
iteration

currentestimate
nextestimateof0

Eshar says GOP 0 fixed point of f

i



IDEAL GRADIENT DESCENT

0 014
Given 0101

Exflo of 02

specifically

0 argamin
JCO what is 0 8

minimise 01101,02

Yi
Thore

TOP view of
3D plot



DERIVATIVEL

f xD f x h Fo
1

4 0105

when dealing with vectors take partials

5101,01 0,2 02

24 201 74 202

evaluate at 0,2

94 20 0 8 5202 4

Orth f 101 h florth f a fgh
FQ o flath Flor 4h

increasing h doesn'taffest
increase on by hf

so long as small'b empties f by 4h



OBEVATION this sensitivity measure can help navigate

maximal import can be understood

s moves so

J061

g o't at

why

24 0 8 4

convenience notation

9510 Fdo.am

the GRADIENT evaluated at 010
vector



IDFA GRADIENT tells on steepest ascent

so move in the opposite direction to gradient

movement direction

010
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ITERATION OF STEEPEST DENT

given 010 start
014

01H 0 NJCOB

I step Fe hyperpar
ameter

let's understand behavior at O
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1
GP TJ O

At o we have TJ O 0

40
1 Hot 0



IMPLICIT ASSUMPTION J was once differentiable

ie VJ is possible

ALCNTROLSHOWFASTI

0 SC α C1 good convergence rate
α 20.1 steps too muth too long to

converse2 1 can'tget to the minimum overshoots

α 1 oscillates minimum

GL Find sufficiently small alpha thatgets you the
fastest convergence



onfiif.IT ask what comma
guarantees can we

give
Geneal form of JIO

J O OAO Do c

A 21 b P 2 0 Gradientof360
JO OTO TJ ATA O b

Assume A is symmetric and JCO is
actually striitlyconvex

A

TJ Auth
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Elk Ek

happens tobe L1 guarantee convergence

O What governs the amount of stretch
a matrix applies to a vector

The EENAMES or the largest
eigenvalue

The LARGEST e V max
determines
convergence

convergence
guaranteed

61kt I 2119 For J a UP 02

linear convergence α C 1 converge

1 oscillate

2 1 diverge



Q How to choose starting point

Pradhi bes reath same optima both are fixed
lindy no local not global

pointsof f

rented

AE 1



ENRIONEIN

GRADIENT DESCENT 011 OK suth that

0 1 409 09

what happens at global optima
OP O

IA If I have some f how do find theroots of
that function

0 such that f o o

we want to find roots Latively

find solution as follows

starting from old

y y tangent my appynn
tothe function

Yot ofmy tangent approximation

is the nextestimate


