
Given: utilities , top-  ranking probabilities , and  s.t.
 (  items considered on average). 

1. Initialize upper/lower bounds according to Theorem 3/4 
2. Construct DAG  of all item reversals (utility vs top-  ranking probability) 
3. Propagate bounds using Thm. 2 along a topological sort of 

ui ℓ PrPL+C(ℛi≤ℓ) α > 1
∑i∈𝒰 pi ≥ αk ≥ αk
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Figure 1: The transitive reduction of the graph ⌧ produced
by Algorithm 1 on the data from [31]. An edge from state 8
to state 9 indicates that 8’s inferred utility is larger than 9 ’s
but that 9 appears in the top ✓ positions more often than 8
(for some ✓ 2 {1, 2, 3}). Thus, we know from Theorem 4.3 that
?8  ? 9 . Nodes are labeled with states’ postal abbreviations.

estimates of PrPL+C (R8✓ ) for ✓ = 1, 2, 3: the proportion of the Top-3
rankings in which state 8 appears in the �rst ✓ positions. Finally,
we take U = 5, assuming that participants on average consider at
least 15 states when ranking their top 3.

Recall that Algorithms 1 and 2 rely on the existence of pairs
of states whose utilities and top-✓ ranking rates are �ipped. Inter-
estingly, there are many such �ips in this data, highlighting the
apparent importance of consideration in the Top-3 question. We
visualize these �ips in Figure 1, which shows the directed acyclic
graph ⌧ constructed in Algorithm 1. (For clarity, we display the
transitive reduction [2] of ⌧ , which omits edges whose existence
is implied by transitivity.) For each edge h8, 9i in this graph, we
know that state 8 has a lower consideration probability than state 9 ,
despite having higher utility. For instance, among the most highly
ranked states, we �nd that Massachusetts has higher consideration
probability than Virginia, which in turn has higher consideration
probability than both New York and Pennsylvania.
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Figure 2: Feasible consideration probability intervals for the
50 U.S. states. The light blue intervals show the bounds from
Theorems 5.2 and 6.3, while the smaller black intervals show
the bounds after tightening with Algorithms 1 and 2.

We also compute upper bounds on consideration probabilities
using Theorem 6.3, with the same utilities D8 , values of U and : , and
top-1 ranking probabilities PrPL+C (R8=1) (again, using empirical
estimates). Combining our lower and upper bounds yields feasible
intervals on consideration probabilities for each state, which we
display in Figure 2. Our upper bounds reveal that, if our assumptions
are valid, most states are considered less than 30–40% of the time.
Additionally, the bounds on consideration probabilities align with
theories about why certain states were highly rated in the data [31].
Of the eight states with the highest lower bound, �ve are states
drawn from the thirteen original colonies and commonly associated
with the American Revolution (Massachusetts, Virginia, New York,
Pennsylvania, and Delaware), two are the largest U.S. states by
population (California and Texas), and the last, Washington, was
hypothesized by Putnam et al. [31] to be confused by participants
with the U.S. capital city Washington, D.C. and may also be easy to
recall in the context of historical judgements due to its namesake.
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Theorem 1. PL+C consideration probabilities are not identifiable, 
even if we know item utilities.

Theorem 2. If , but  is ranked in the top-   times as 

often, then .   

Equivalently,  and  .

ui > uj i ℓ c ≤ 1
pi

1 − pi
≤ c ⋅

pj

1 − pj

pi ≤
cpj

1 − pj + cpj
pj ≥ pi

c − cpi + pi

Survey asked ~2900 Americans: 

Top-3 Question: What three states 
contributed most to U.S. history? 
ranking with consideration 

Random-10 Question: What percentage of 
U.S. history did [10 random states] contribute? 
ranking without consideration
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Consider-then-choose model: select  to consider, then rank  elements from  (common in discrete choice, rarely applied to rankings)C ⊆ 𝒰 k C

Plackett-Luce model [1, 2]

(unobserved)

We show this is impossible in general. But we provide: 

1. Relative bounds on consideration probabilities, given known item 
utilities. 

2. Absolute bounds on consideration probabilities, given utilities and a 
lower bound on expected number of items considered. 

3. An efficient algorithm to tighten our absolute bounds using our 
relative bounds. 
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Figure 1: The transitive reduction of the graph ⌧ produced
by Algorithm 1 on the data from [31]. An edge from state 8
to state 9 indicates that 8’s inferred utility is larger than 9 ’s
but that 9 appears in the top ✓ positions more often than 8
(for some ✓ 2 {1, 2, 3}). Thus, we know from Theorem 4.3 that
?8  ? 9 . Nodes are labeled with states’ postal abbreviations.

estimates of PrPL+C (R8✓ ) for ✓ = 1, 2, 3: the proportion of the Top-3
rankings in which state 8 appears in the �rst ✓ positions. Finally,
we take U = 5, assuming that participants on average consider at
least 15 states when ranking their top 3.

Recall that Algorithms 1 and 2 rely on the existence of pairs
of states whose utilities and top-✓ ranking rates are �ipped. Inter-
estingly, there are many such �ips in this data, highlighting the
apparent importance of consideration in the Top-3 question. We
visualize these �ips in Figure 1, which shows the directed acyclic
graph ⌧ constructed in Algorithm 1. (For clarity, we display the
transitive reduction [2] of ⌧ , which omits edges whose existence
is implied by transitivity.) For each edge h8, 9i in this graph, we
know that state 8 has a lower consideration probability than state 9 ,
despite having higher utility. For instance, among the most highly
ranked states, we �nd that Massachusetts has higher consideration
probability than Virginia, which in turn has higher consideration
probability than both New York and Pennsylvania.
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Figure 2: Feasible consideration probability intervals for the
50 U.S. states. The light blue intervals show the bounds from
Theorems 5.2 and 6.3, while the smaller black intervals show
the bounds after tightening with Algorithms 1 and 2.

We also compute upper bounds on consideration probabilities
using Theorem 6.3, with the same utilities D8 , values of U and : , and
top-1 ranking probabilities PrPL+C (R8=1) (again, using empirical
estimates). Combining our lower and upper bounds yields feasible
intervals on consideration probabilities for each state, which we
display in Figure 2. Our upper bounds reveal that, if our assumptions
are valid, most states are considered less than 30–40% of the time.
Additionally, the bounds on consideration probabilities align with
theories about why certain states were highly rated in the data [31].
Of the eight states with the highest lower bound, �ve are states
drawn from the thirteen original colonies and commonly associated
with the American Revolution (Massachusetts, Virginia, New York,
Pennsylvania, and Delaware), two are the largest U.S. states by
population (California and Texas), and the last, Washington, was
hypothesized by Putnam et al. [31] to be confused by participants
with the U.S. capital city Washington, D.C. and may also be easy to
recall in the context of historical judgements due to its namesake.
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