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/ Military depends on Network\ / SoNIC \ / SoNIC Design \

* Challenges: * Software-defined Network Interface Card

Port O | Port 1
= Availability: Packet loss * Goal: Control every bit in software in realtime
= Security: Rogue routers and end-hosts * Implements the PHY in software
* Requires software access to entire network stack = Enabling control / access to every bit in realtime xvac [l RxMAC
= With commodity components
= Thus, enables unique network capabilities: X PCS RX PCS

offence and defense

(- (=
4

Scrambler Descrambler

[ |

Application

Sle
L )

Physical
64/66b PCS

PMA

PMD

\ T NIC ~ NetEPGA / \SONlC separates what is sent and how it is sent/

/ Unique Network Capabilities "\ [~ Contributions
* Unprecedented access to the PHY
/ Network Measurements \/ Network Characterization \/ Network Covert Channels \
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* Cross-network-layer research

o Basc,alcs fort-networlf reseatrcllw . o * Characterizing network components * Embedding S|gnals into interpacket gaps s« Pragiss conitiol oF PGy
" béneration: precise control of Inteérpacket gaps * Routers perturb interpacket gaps differently * Llargegap:’ i ; . . . .
= Capture: count # of bits between packets -» Mathematical modeling = Smiallgap:? * Design and implementation of the PHY in
: _ ' software
) Ger\lls.rtar;ung./fcaptl:;lgg 151;853 paickets @t AGhps - ‘ * Detecting rogue - * Novel scalable hardware design
= With uniform IPDs = ns i . o .
— E o routersin a network > * Optimizations / Parallelism
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T il SYSUTRE Py ot 5 ! " * Measurements in large scale
8. e g . Modulatlng mterpacket gaps at 100ns scale = Mini DCN with 16 boards
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IPD = 13992 bit (1357ns) at 9 Gbps
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