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Abstract

We present a solvable model that predicts the folding kinetics of two-state proteins from their native
structures. The model is based on conditional chain entropies. It assumes that folding processes are domi-
nated by small-loop closure events that can be inferred from native structures. For CI2, the src SH3 domain,
TNfn3, and protein L, the model reproduces two-state kinetics, and it predicts well the average ®d-values for
secondary structures. The barrier to folding is the formation of predominantly local structures such as helices
and hairpins, which are needed to bring nonlocal pairs of amino acids into contact.
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Protein-folding kinetics is usually modeled in either of three
ways. First, there are mass-action models that capture the
amplitudes and decay rates of the exponentials in the fold-
ing or unfolding relaxation process (Ikai and Tanford 1971;
Tsong et al. 1971; Dill and Chan 1997; Englander 2000).
Mass-action models are useful for cataloging the different
types of kinetic behavior but give no insight into molecular
structures or mechanisms. Such models do not predict other
experimental properties, such as ®-values. Second, there
are all-atom or lattice-model simulations that can explore
sequence-structure relationships (e.g., see Duan and Koll-
man 1998; Shea and Brooks III 2001; Daggett 2002). They
are usually limited by computational power to short time
scales and to studying restricted conformational ensembles.
Third, between these macroscopic and microscopic ex-
tremes, another type of model has recently emerged. This
class of models uses knowledge of the native structure to
infer the sequences of folding events (Alm and Baker 1999;
Debe and Goddard III 1999; Galzitskaya and Finkelstein
1999; Munoz and Eaton 1999; Shoemaker et al. 1999;
Clementi et al. 2000; Hoang and Cieplak 2000; Ivankov
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and Finkelstein 2001; Li and Shakhnovich 2001; Portman et
al. 2001; Alm et al. 2002; Bruscolini and Cecconi 2002;
Bruscolini and Pelizzola 2002; Flammini et al. 2002; Kli-
mov and Thirumalai 2002; Micheelsen et al. 2003). Some of
these models define partially folded states with one or two
contiguous sequences of native-like ordered residues (Alm
and Baker 1999; Galzitskaya and Finkelstein 1999; Munoz
and Eaton 1999; Alm et al. 2002). Others are based on a
Go-model energy function that enforces the global stability
of the native state (Clementi et al. 2000; Hoang and Cieplak
2000; Li and Shakhnovich 2001).

We describe here a folding model of the third type. Our
model uses knowledge of the native structure to predict the
kinetics. However, it differs from previous models in sev-
eral respects. First, our model focuses on chain entropies
and estimates loop lengths from the graph-theoretical con-
cept of effective contact order ECO (see below). We follow
time sequences of loop-closure events, because we expect
that these events reveal how the kinetics is encoded in the
native structure. We assume that folding proceeds mostly
through closures of small loops, and that large-loop closures
are much slower and less important processes. Second, our
model focuses on contacts within the chain, not on whether
residues are native-like or not (Alm and Baker 1999; Gal-
zitskaya and Finkelstein 1999; Munoz and Eaton 1999),
because we think the formation of contacts is a more physi-
cal description of the folding process. Therefore, in our
model, partially folded states are characterized by formed
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contacts, not by contiguous stretches of native-like ordered
residues, as in other simple models. Third, the folding ki-
netics is described by a master equation that can be solved
directly for the macrostates considered here, without sto-
chastic simulations such as molecular dynamics or Monte
Carlo. Hence, the present treatment can handle the full spec-
trum of temporal events.

The present work is related to a recent model of protein
zipping (Weikl and Dill 2003a,b). Our fundamental units of
protein structure are contact clusters. A contact cluster is a
collection of contacts that is localized on a contact map,
corresponding roughly to the main structural elements of the
native structure. Examples of contact clusters are turns,
a-helices, 3-strand pairings, and tertiary pairings of helices.
A central quantity in our models is the effective contact
order ECO (Dill et al. 1993; Fiebig and Dill 1993). The
ECO is the length of the loop that has to be closed in order
to form a contact, given a set of previously formed contacts
or contact clusters. The premise is that the formation of the
nonlocal contact clusters requires the prior formation of
other, more local, clusters.

Our model predicts average ®-values for secondary
structural elements that are in good agreement with the ex-
perimentally observed values for several two-state proteins.
It shows that ®-value distributions can be understood from
loop-closure events that are defined by the native topology
of a protein. The importance of topology for routes and
®-values has also been noted previously by other groups
(Alm and Baker 1999; Munoz and Eaton 1999; Clementi
et al. 2000; Vendruscolo et al. 2001; Alm et al. 2002).

To compute the dynamics, we use a master equation.
Several previous studies of the folding kinetics of lattice
heteropolymer models have also been based on master
equation methods (Leopold et al. 1992; Chan and Dill 1993;
Cieplak et al. 1998; Ozkan et al. 2001, 2002, 2003; Schon-
brun and Dill 2003). These methods have the advantage that
they require no ad hoc assumptions about what the transi-
tion state is. The transition state emerges in a direct physical
way from the solution to the master equation. However, the
lattice models are too simplified to treat specific amino acid
sequences or specific protein structures. Lattice models fo-
cus on transitions between microstates, the individual chain
conformations, as these are the fundamental units of struc-
ture in such models. Our present master equation describes
transitions between macrostates, defined by the contact
clusters of a given protein structure. In this way, the present
model aims to make closer contact with experiments.

The model

Contact clusters

To compute the folding kinetics, we start with the native
contact map, the matrix in which element (i,j) equals 1 if the

residues i and j are in contact, and equals O otherwise. Two
residues are defined as being in contact if the distance be-
tween their C, or Cg atoms is <6 Angstroms.

Next, we divide the native contact map into contact
clusters. Each contact cluster corresponds to a structural
element of the protein. Two contacts (ij) and (k,/) are de-
fined as being in the same cluster if they are close together
on the contact map, according to the distance criterion that
li—kl+1j— Il = 4. We define two types of clusters, local
and nonlocal. Clusters are local if they contain at least one
local contact (ij) having contact order CO = li—jl = 6.
Local clusters include helices, turns, or 3-hairpins, for ex-
ample. A cluster is nonlocal if it has no local contacts;
examples include B-strand pairings other than hairpins,
and the tertiary interactions of helices. To qualify as
nonlocal, a cluster must also have more than two contacts;
isolated nonlocal contacts are not considered to be clus-
ters. Similarly, we do not consider as contributing to clus-
ters any peripheral contacts (i,j) with a minimum distance
li—kl+1j—1Il = 4 to the other contacts in the cluster. In
general, typical contact maps have only a few isolated non-
local or peripheral contacts. Figure 1 shows examples of

Figure 1. Native contact maps and contact clusters for CI2 (PDB file
1COA) and the src SH3 domain (1SRL).
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clusters, specifically for chymotrypsin inhibitor 2 (CI2) and
the src SH3 domain. By our criteria, CI2 has five local
clusters and two nonlocal clusters (3,85 and 3,3,), and the
src SH3 domain has six local clusters and two nonlocal
clusters (RT-B, and B,B5).

States and free energies

We assume that each cluster is either formed or not; we
neglect partial degrees of formation. Thus, for a protein with
M clusters, there are 2™ possible states that describe the
progression to the native state. Each of these macrostates is
characterized by a vector n = {nn,,...,ny,}, where
n; = 1 indicates that cluster i is formed and n; = 0 indicates
that cluster i is not formed.

In our model, the free energy of the protein as a function
of the state n of cluster formation is given by:

F,= > nlc- €n) +f] (1)
i=1

Each cluster i that is formed (n; = 1) contributes to the free
energy F, of the state n with two terms, a state-dependent
free energy of loop closure ¢ - €,(n) (initiation-free energy),
and a free energy f; for forming the cluster contacts (propa-
gation-free energy). Here, c is a loop-closure parameter. The
quantity €, = €,(n) is the initiation ECO (Weikl and Dill
2003a) for cluster i. The initiation ECO of a cluster is the
length of the smallest loop that must be closed in order to
form that cluster from the other existing clusters. For a local
cluster, the initiation ECO is the smallest CO among the
contacts. For a nonlocal cluster, the initiation ECO depends
on the presence of other clusters in the state n.

In general, the initiation ECO also depends on the se-
quence through which those clusters are formed. However,
to apply the master equation formalism, we need a free
energy, and thus, we require a definition of initiation ECO
that is only a function of state. For this purpose, we use the
following scheme. If only one nonlocal cluster is formed in
a certain state, the initiation ECO of that cluster is the small-
est ECO among the cluster contacts, given all the local
clusters formed in that state. If multiple nonlocal clusters are
present in a state, we consider all of the possible sequences
along which these clusters can form, and determine the one
having the smallest sum of ECOs. For instance, for a state
with two nonlocal clusters, C; and Cj, there are two se-
quences as follows: (1) C; = C;, and (2) C; — C;. The
minimum ECOs for the clusters are determined sequen-
tially: €{" and ¢{" along sequence (1), and €{* and ¢{*
along sequence (2). If €{" + ¢{" is smaller than € + €,
the initiation ECOs ¢, and ¢; of the clusters i and j in the
given state are taken to be € f-']) and €j(-'). The initiation ECOs
¢; and €; are an estimate for the smallest loop lengths re-
quired to form the two clusters in the state.
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In equation 1, the free-energy cost of the loops is esti-
mated by a simple linear approximation in the loop length.
This is not unreasonable, as the range of relevant ECOs only
spans roughly one order of magnitude, from about € = 3 to
€ = 30 or 40. In general, determining the free energy of a
chain molecule with multiple constraints or contacts is a
complicated and unsolved problem. For the simpler prob-
lem of hairpin-like loop closures, several estimates have
been given in the literature (e.g., see Chan and Dill 1990;
Galzitskaya and Finkelstein 1999; Ivankov and Finkelstein
2001).

In principle, this model could treat the detailed energetics
of each folding route, if each of the M clusters were char-
acterized by its own free energy f;. But here, we consider a
simpler version of the model. We assume that there are only
two parameters for the free energy of formation, f; = f; for
propagating any local cluster, and f; = f,, for propagating
any nonlocal cluster. To obtain two-state folding and agree-
ment with experimental ®-values, we find that f, must be
non-negative and f,; must be negative. This is consistent
with the experimental observation that local structures, such
as helices or B-hairpins, are generally unstable in isolation.
Similar in spirit, the diffusion-collision model of Karplus
and Weaver assumes that microdomains, for example, he-
lices, are individually unstable (Karplus and Weaver 1976,
1994). Thus, the rate-limiting barrier to folding in our model
turns out to be the formation of mostly local structures
needed to reduce the ECOs of nonlocal clusters. The driving
force for overcoming this barrier is the favorable free en-
ergy f,, of assembling the nonlocal clusters.

The predicted free-energy landscape of the src SH3 do-
main is shown in Figure 2, using the parameters f; = 0 and
¢ = 0.5 kgT, where kT is Boltzmann’s constant x tempera-
ture. The value of f,, is chosen so that the equilibrium prob-
ability that the two nonlocal clusters RT-B, and 3,85 are
both folded (native state) is 0.9, which gives f,;, = —6.6 kzT

0.2 -1.3
BDE ABDE
B—~BD—ABD ' ,ABCD
00, 1.5\ 3.5 1.9 / 0.3 -2.3
Q<C—>BC BCD ~~ BCDE — ABCDE
A—AC +~ACE -~ ACDE
2.5 4.0 2.9 13
ABCE
1.9

Figure 2. Energy landscape for the src SH3 domain as a function of the
five major clusters: A, RT; B, B,B5; C, B5B4; D, RT-B,; and E, B,B5 (see
Fig. 1). Here, BD, for example, means that only clusters B and D are formed.
The free energies given by equation 1 are shown in blue (the units are k7).
(Red arrows) Uphill steps in folding direction; (green arrows) downhill steps.
For clarity, states with free energies larger than four kT are neglected.
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for src SH3. With these parameter settings, we obtain a
good agreement with average experimental ®-values for the
src SH3 domain and other two-state folders (see below). For
clarity, we show in the figure only a reduced set of states on
the basis of the five major clusters RT, 3,035, B384, RT-B.,
and 3,Bs. The three small clusters T, DT, and H have neg-
ligible effects on the folding kinetics and on the ®-values.
Only states differing by the formation of a single cluster are
kinetically connected. The uphill steps in this model either
are steps in which a local cluster is formed, or steps involv-
ing high ECOs. The downhill steps are steps in which a
nonlocal cluster is formed with a low ECO, or steps in
which a local cluster significantly reduces the ECOs of pre-
viously formed nonlocal clusters. The model predicts two
main folding routes. Along the upper route (E) 3,35 folds
after (D) RT-B,; along the lower route, they form in the
opposite order. Along these routes, the barriers (highest
free-energies states) are the states in which two clusters are
formed, BD and BC for the upper route, and AC for the
lower route.

Master equation

In this section, we describe the folding dynamics. We use
the master equation,

dP,(1)

dr E [W”um(t) - WmnPn(t)]’ (2)

m#*n

which gives the time evolution of the probability P,(f) that
the protein is in state n at time ¢. Here, w,,, is the transition
rate from state m to n. The master equation can be written
in matrix form

il WP 3
where P(¢) is the vector with elements P,(f), and the matrix
elements of W are given by

W,

n

m=Wy,forn#m W, = E W 4

m¥#*n

The transition rates are given in terms of the free ener-

gies by
8In—ml,l 1 Fn - Fm -1 5
Wom = t + eXp kBT ( )

o

where ¢, is a reference time scale. The only transitions that
are assigned to have nonzero rates w,,, are those incremen-
tal steps that change the state n by a single cluster unit. This
is enforced by the term §,,_,, in equation 5, where the

Kronecker 8,; is one for i = j and zero otherwise. The
condition In—ml = 1 is only satisfied by pairs of states
n={ng,....ny,}andm = {my, ... my,} with n, # m, for
a single cluster k, and with n, = m, for all other clusters.
The transition rates (eq. 5) satisfy detailed balance,
WP = W, Pe, Where P, ~ exp[—F,/(kgT)] is the equilib-
rium weight for the state n. We have chosen here the
Glauber dynamics with w,,,, ~ (1 + exp[(F,, — Fm)/(kBT)])‘l.
Another standard choice satisfying detailed balance is the
Metropolis dynamics, which should lead to equivalent re-
sults.

The detailed balance property of the transition rates im-
plies that the eigenvalues of the matrix W are real. One of
the eigenvalues is zero, corresponding to the equilibrium
distribution, whereas all other eigenvalues are positive (van
Kampen 1992). The solution to the master equation is
given by

P(1)= X, ¢, exp[-\1] ©)

A

where Y, is the eigenvector corresponding to the eigenvalue
A, and the coefficients ¢, are determined by the initial
condition P(t = 0). For + — o, the probability distribution
P(¢) tends toward the equilibrium distribution P¢ ~ Y, where
Y, is the eigenvector with eigenvalue A = 0.

Solving the master equation gives a set of 2" eigenval-
ues, each with its associated eigenvector. Each eigenvalue
represents a relaxation rate. As initial conditions at t = 0,
we start from the state in which no clusters are formed. This
corresponds to folding from high temperatures or high-de-
naturant concentrations.

Results

The cooperativity in two-state kinetics

The signature of two-state kinetics is the existence of one
slow relaxation process (described by a single exponential),
separated in time from 2" —1 fast relaxations (a burst
phase). Figure 3 shows the eigenvalue spectra for CI2 and
the src SH3 domain, based on using the parameters ¢ = 0.5
kgT, local cluster-free energy f; = 0, and a nonlocal cluster-
free energy chosen so that the equilibrium native population
with all nonlocal clusters formed has probability 0.9. The
latter condition leads to f,;, = =7.9 kzT for CI2, and
fu = —6.6 kgT for src SH3. Figure 4 shows the predicted
folding dynamics for the src SH3 domain.

The spectra in Figure 3 show that for these proteins, the
eigenvalues do separate into a slow single-exponential step
and a burst phase, consistent with the experimental obser-
vation of two-state behavior. The slowest relaxation rate \,
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Figure 3. Eigenvalue spectra for CI2 and the src SH3 domain in units of
1/t, where t, is the reference time scale for the transition rates (equation 5).

is about one order of magnitude smaller than the other non-
zero eigenvalues (see Fig. 3). At times, ¢ = 1/\,, the prob-
ability distribution (eq. 6) is well approximated by
P(r) = coY, + Y, exp[- \t], where Y|, is the eigenvector
with eigenvalue 0, which characterizes the equilibrium
state, and Y, is the eigenvector with eigenvalue \,.

P ! (A) RT R
0.8 (B) Bs0s //
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Figure 4. (Top) Time evolution of the formation probability P for the
major clusters of the src SH3 domain during folding (see Fig. 1). (Bottom)
Time evolution of state probabilities for the exemplary path 0 - B — BC
— BCD — BCDE — ABCDE of the src SH3 domain (see also Fig. 2). The
initial state at time r = O is the denatured state in which none of the clusters
is formed.
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The typical time evolution of the folding process pre-
dicted by the model is as follows. We have two time scales,
t =1, and t; = 1/\,. Time ¢, is a characteristic of the burst
phase in the model and 7 is the single-exponential folding
time. At the earliest times, ¢ < ¢, single local clusters start to
form; examples are the clusters A, B, and C of the src SH3
domain (see Fig. 2). As shown in Figure 4, on this time
scale, each cluster is only weakly populated, with a prob-
ability <10%. Any structures having larger-scale organiza-
tion—cluster pairs, triplets, etc.—have negligible popula-
tions. At intermediate times, ¢ = t = t,, there is a crossover
from the burst phase to the single-exponential folding pro-
cess. During these intermediate times, cluster pairs (AC,
BC, BD) begin to form. Figure 2 shows that these pairwise
clusters are the barrier events; that is, they represent the
conformational states of maximum free energy obtained
during folding. Finally, on the longest time scale, t = f, the
pairwise and triplet clusters reach sufficiently high popula-
tions to assemble into multicluster complexes, proceeding
downhill in free energy to the native structure.

What is the basis for the cooperativity of folding in our
model, that is, for the separation of time scales? First, the
formation of local structures in our model reduces the loop-
closure entropies for the formation of the nonlocal struc-
tures. Second, only the nonlocal structures have favorable
propagation-free energies f; = f,; < 0. Hence, the formation
of the nonlocal structures stabilizes the overall fold, and
thus, also the local structures. The barrier arises from the
positive-free energies in equation 1, due to the formation of
local structures and loops (see Fig. 2). Interestingly, if we
set the free energies for local structure formation to be nega-
tive by several k;zT, we obtain fast multiexponential down-
hill folding, without a barrier. On the basis of the experi-
ments and theory, such downhill folding has been postu-
lated recently for the protein BBL (Garcia-Mira et al. 2002).

To understand the cooperative folding in the model, it is
instructive to turn off the loop-closure term in equation 1 by
setting ¢ = 0. Then, all M clusters are independent of each
other. In that case, there is no cooperativity. It can be shown
that the matrix W then has the eigenvalues A = j/#,, where
Jj is an integer between O and M, the number of clusters.
Each of these eigenvalues has a population that is given by
the binomial coefficient j!/[j!(M —j)!]. This gives a broad
non-two-state spectrum. Hence, the separation of time
scales—and the two-state cooperativity—arise in this model
from the coupling of the clusters via the loop-closure term
in equation 1.

To see the magnitude of the barrier, note that the fold-
ing rate A, is related to the height of the energy barrier on
the folding landscape. For comparison, consider a mass-
action model with three states D <> T <> N (denatured
state, transition state, native state) and transition rates as in
equation 5. The folding rate is given, to a very good ap-
proximation, by: (1/2)t;1exp[—F,f/(kBT)] for barrier energies
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F} = Fi—F}, > kgT. The factor of 1/2 comes from the fact
that a molecule in state T can jump to both D and N, with
almost equal probability, as both sides of high-barrier tran-
sition states are steep downhills. Now, for the energy land-
scape of the src SH3 domain shown in Figure 2, the mini-
mum barrier has free-energy 2.4 kgT for state BD. The
corresponding barrier crossing rate of (1/2)t,' exp[-2.4] is
in good agreement with the folding rate A, = 0.05/¢, (see
Fig. 3).

Experiments have been interpreted either as indicating
that burst phases involve structure formation or that burst
phases are processes of nonstructured polymer collapse, de-
pending on the protein and the experimental method (Cal-
lender et al. 1998; Eaton et al. 1998; Gruebele et al. 1998;
Englander 2000; Parker and Marqusee 2000; Ferguson and
Fersht 2003). In our model, the burst phase is a process of
structure formation. Nonstructured collapse is beyond the
scope or resolution of our model, because the model has
only a single fully unstructured state—the state in which
none of the clusters is formed. The burst phase in our model
captures fast pre-equilibration events within the denatured
state in response to initiating the folding conditions at
t = 0. In the model, this denatured state is an ensemble of
macrostates on one side of the barrier in the energy land-
scape (see Fig. 2). It is reasonable to assume that such
pre-equilibration events within the denatured state exist also
for real proteins. However, whether these events can be
detected as burst phases in experiments should depend on
the initial conditions, experimental probes, etc.

During folding or unfolding, certain conformations will
be populated transiently. If the populations of those confor-
mations are always small, we call them hidden intermedi-
ates (Ozkan et al. 2002). The population of a hidden inter-
mediate conformation rises to a maximum, P,,,,, then falls
as the protein ultimately becomes fully folded. The term
hidden means that P,,,, is always small enough that it does
not contribute an additional kinetic phase; that is, the fold-
ing kinetics is two-state. Here, we consider two quantities:
(1) We compute P,,,, for the transient states. For simplicity,
we consider only the five major clusters: RT, B,83, BsB4,
RT-B,, and B,Bs. (2) We look at the elements of the eig-
envector Y, the eigenvector corresponding to the smallest
eigenvalue \,. These elements show how the various con-
formations grow and decay with rate \; as folding proceeds.
Table 1 shows that the maximum population P, correlates
well with the elements of Y,. For a typical route of src SH3,
Figure 4 (bottom) illustrates the decay of the denatured state
and hidden intermediates and the growth of the native state,
all with rate \,.

Average ®-values for secondary structural elements

The effects of a mutation on the folding kinetics are often
explored through experimental measurements of a ®-value,
which is defined as:

Table 1. Maximum probability P, and Y, elements for
transient states of the src SH3 domain

state P, Y, element
C 0.13 0.21
B 0.062 0.10
A 0.047 0.08
BD 0.016 0.019
BC 0.010 0.017
AC 0.007 0.011
BCD 0.015 0.010
ABD 0.004 0.003
ACE 0.004 0.001
kgT ln(kji/kf) ;
~ AG' -AG )

where k; is the folding rate of the native protein and AG is
its stability, and k; and AG” are the corresponding quantities
for the mutant protein.

Because the minimal structural units in our model are
clusters of contacts, we do not calculate d-values for single-
residue mutations. Rather, we consider whole helices and
strands as units. To compare with experiments, we average
the experimental ®-values over all of the residues compos-
ing a given secondary structural element.

To calculate average ®-values for secondary structures,
we consider mutations that change the free-energy f; of a
contact cluster according to

AfG) = X;ji€ 3)

where x;; is the fraction of residues of the secondary struc-
tural element j that are involved in contacts of the cluster i,
and € is a small energy. For example, if the secondary
structural element j contains m, residues, and m, = m, of
these residues appear in contacts of the cluster i, we have
X; = my/m,. Note that 0 = x;; = 1, where the value x; = 1
is obtained if the whole secondary structural element j has
contacts in cluster i. Thus, the ®-value for the secondary

structural element j is given by equation 7 with
In(kf/kp) = In(Nj/\) ©)

where \] is the smallest non-zero eigenvalue of the mutant
with cluster-free energies f; — f; + Afi(j), and

AG' ~AG = 2} A7) (10)

For € < kzT, we find that the calculated ®-values are
nearly independent of €. We choose here € = 0.01 kgT.
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Figure 5. (Gray bars) Theoretical and (black bars) average experimental ®-value distributions for the secondary structural elements
of CI2, the src SH3 domain, TNfn3, and protein L. The parameter of the loop closure term is ¢ = 0.5, and the free energy of the local
clusters is f; = 0. The free energy f,, of the nonlocal clusters is chosen so that the probability that all nonlocal clusters are formed is

0.9 in equilibrium.

Predicted ®-values are compared with experiments in
Figure 5. The theoretical ®-values were calculated with the
same parameters for all four proteins (see figure caption).
The predicted values agree well with the experimental val-
ues. This comparison indicates that the folding kinetics of
these proteins is dominated by generic features of the fold
topology, rather than by the specific energetic details—that
is, which residues form contacts, how much hydrogen bonds
or hydrophobic interactions are worth, the details of side-
chain packing, etc. In the case of protein G (see Fig. 6), the
experimental ®-value distribution is largely reproduced by

0.6 protein G

=

0.4

Bi B a Bz B

Figure 6. Comparison of theoretical and experimental ®-value distribu-
tions. (White bars) Theoretical ®-values for the same parameters as in
Fig. 5; (black bars) average experimental ®-values; (gray bars) theoretical
®-values when assuming that the free energy of the a-helix cluster is
f; = —0.5 kgT, deviating from the standard value f; = 1.5 kT for the local
clusters.
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making the additional assumption that the a-helix cluster
has a free-energy f; = —2.0 kT, rather than the value f; = 0 kT
that we have otherwise used for local clusters (see Fig. 5).
However, even without changing this parameter, the
®-value distribution reflects the features of the experimen-
tal distribution that the ®d-values for the strands B5 and B,
are larger than those for 3, and B,.

Conclusions

We have developed a simple model of the folding kinetics
of two-state proteins. The model aims to predict the folding
rates of the fast and slow processes, the folding routes, and
®-values for a protein, if the native structure is given. The
dominant folding routes are found to be those having small
ECOs, that is, steps that involve only small loop closures.
The model parameters include c, an intrinsic free energy for
loop closure; f;, the free energy for propagating contacts in
local structures; and f,,, the free energy for propagating
nonlocal contacts. The model predicts that the barrier to
two-state folding is the formation of local structural ele-
ments like helices and hairpins, and that the steps involving
their assembly into larger and more native-like structure are
downhill in free energy.
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