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1 Lossless Condensers
Definition 1.1. We define ¢y (G, k) = ¢ -mingcp{|T'(S) \ S|: [S] = k}

1. For a random (n, d)—graph,
oy (G, en) > d—2.01

2. [3] For a Ramanujan expander (the best possible spectral expander),

d

¢V(G75n) ~ 5

Consider a (kmaz,€)—lossless vertex expander that is a bipartite graph with N nodes on the
left and M nodes on the right, where each of the left nodes has degree D. Then we can say that if
a subset S of nodes on the left side has |S| < k4, then |I'(S)| > (1 —¢) - |S] - D.

We can build a (kper < N, e)-lossless expander on (N, M, D)-bipartite graphs (N is number of
nodes on the left, M is the number of nodes on the right, and D is the left degree), for M < D?-kLfta
D = poly(log N, 1, 1) [2].

Te'a

Theorem 1.2. Ve > 0, for M = O(N),D = O(1), there exist D-regular (N, M)-bipartite ex-
panders with are (Q(4%),¢)-lossless. [1]
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The ingredients to the construction for the above theorem as shown by the diagram are as follows:
1. A Permutation Conductor (E1,C1) : {0,1}7729 x {0, 1} — {0,1}7~20¢ x {0, 1}!4e

(a) (E1,C1) is a permutation
(b) For any k < n — 30a, if X is an (n — 20a, k) source, E1(X,Ujy,) is e—close to (n —
20a, k + 6a) source.
2. (Fq,C3) : {0,1}202 x {0,1}* — {0, 1}14@ x {0,1}21%. For k; < 14a, if Y is a (20a, k1) source

(a) Eq(Y,U,) is e—close to a (14a, k1)—source.
(b) (E2,C3) is lossless. (FEs, Co)(Y,U,) is e—close to a (35a, k1 + a) source.

3. B3 :{0,1}%% x {0,1}* — {0,1}17 is lossless up to 15a entropy.
We note that Fs and E3 exist due to the probabilistic method.

Claim 1.3. The constructed function {0,1}" x {0,1}?* — {0,1}"~17% s lossless up to n — 30a.
This means that if we start with a source X with entropy k < n — 30a, then the output will be
e-close to a source with entropy k + 2a.

Proof. Case (i): Vx; € Supp(X1), Hx (X2 | X1 = 1) > l4a.
In this case, we observe that since R; is e-close to uniform and Hy, (X1) > k—20a, we can conclude
that Heo o (Z1) > k — 14a.



Case (ii): Va1 € Supp(X1), Hx (X2 | X1 = 21) < 14a.

In this case, we know that Hy, (X1) > k — 14a, Ho (R1) = Hoo (X2), and Hy (X1, R1) = k. Then,
because (E7,C1) is a permutation, since the input contains k bits of entropy, so does the output.
From these two cases, we can conclude that

Hooe (Z1) > k —14a

Next, we know that Hu, (Z1, 52, R2) = k + a, since (Eq,C2) and (Ey,Cy) are lossless. This
means that for all zq,
Hoo,e (SQ,RQ | Z1 = 21) S 15a.

E5 is lossless up to 15a bits of entropy, so
Hoo(Zo| Zy =21) = Hoo e (S2, R2 | Z1 = 21) + a.

Finally,
Hoo,e (Zl, ZQ) = Hoo,a (Zl, RQ, SQ) +a=k -+ 2a.
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